
Interstellar Medium Dynamics and Cosmic Rays Connection to
High-Energy Astrophysics

Alexandre Marcowith

Laboratoire Univers et Particules de Montpellier
Alexandre.Marcowith@umontpellier.fr

July 28, 2023

1 / 83



Lecture Plan

1 Preliminaries

2 Introduction

3 Cosmic Rays: Sources and transport in the interstellar medium
Non-thermal phenomena in galactic sources
Cosmic-Ray acceleration mechanisms
Cosmic-Ray transport theories in the interstellar medium

4 Cosmic-Ray feed back over star formation: large scales
Cosmic-ray-driven winds and the role of Streaming instability
Multi-fluid approaches to gas dynamics

5 Cosmic-Ray feed back over star formation: small/intermediate scales
Low/intermediate energy Cosmic Rays and interstellar medium dynamics

Cosmic Ray ionisation

Young stars as in-situ sources of Cosmic Rays

6 Perspectives & Conclusions

7 Back-up slides

2 / 83



Table of Contents

1 Preliminaries

2 Introduction

3 Cosmic Rays: Sources and transport in the interstellar medium
Non-thermal phenomena in galactic sources
Cosmic-Ray acceleration mechanisms
Cosmic-Ray transport theories in the interstellar medium

4 Cosmic-Ray feed back over star formation: large scales
Cosmic-ray-driven winds and the role of Streaming instability
Multi-fluid approaches to gas dynamics

5 Cosmic-Ray feed back over star formation: small/intermediate scales
Low/intermediate energy Cosmic Rays and interstellar medium dynamics

Cosmic Ray ionisation

Young stars as in-situ sources of Cosmic Rays

6 Perspectives & Conclusions

7 Back-up slides

3 / 83



Units & Reviews & Links

All quantities in these lectures are in C.G.S. units

Cosmic Rays and interstellar medium:
M. M. Shapiro, R. Silberberg, J. P. Wefel, 1991, NATO series C, vol 337: Cosmic Rays,
Supernovae and the Interstellar Medium 1

I. Grenier, J.H. Black, A.W. Strong, 2013, ARAA, 53, 199: The nine lives of Cosmic Rays.
M. Padovani et al 2020, SSRv, 216, 29: Impact of Low-Energy Cosmic Rays on Star Formation.
A. Bykov et al 2020, SSRv, 216, 42: High-Energy Particles and Radiation in Star-Forming
Regions.
A.Marcowith E.Fermi summer school 2022, foundation of Cosmic Ray physics 2

Recent CFRCOS4 meeting 3

Acceleration processes:
L.O’.C. Drury 1983 Reports on Progress in Physics 46 (8), 973 An introduction to the theory of
diffusive shock acceleration of energetic particles in tenuous plasmas.
A. Marcowith et al Rev Mod Physics 2016, 79, 046901: The microphysics of collisionless
shock waves.
J.Kirk Harbin Lecture (particle acceleration) 4

1https://link.springer.com/book/10.1007/978-94-011-3158-2
2https://zenodo.org/record/6735201.YrcEtC8Rr5g
3https://u.pcloud.link/publink/show?code=kZqN8IVZSElamY39JfYwtwfPsv76y0onK1gX
4https://www.mpi-hd.mpg.de/personalhomes/kirk/publications/Harbin.pdf
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Cosmic Rays ! (CRs)

CRs are energetic non-thermal particles with energies ranging from a few MeV (see
Fig. 1) to almost ZeV (1021 eV, see Fig 2).
Important point: CRs are mildly-relativistic to relativistic, even if of low number
density ∼ 10−10 cm−3 they carry a lot of momenta, energy density/ pressure (see
next): in CRs nCR︸︷︷︸

small

× T︸︷︷︸
large = non-thermal

, in gas ng︸︷︷︸
large

× T︸︷︷︸
small=thermal

Figure 1: Voyager I Low energy cosmic ray spectrum
(Zhang, Xi, Pogorelov, Phys of Plasmas 2015 22 091501, see also Cummings et al
2016 ApJ 831 18). Minimum kinetic energies detected around 3 MeV. Electrons
show a very steep spectrum.

Solar wind 
modulated Cosmic 
Rays (< a few tens of 
GeV/N)

Galactic component
10 GeV – 100 PeV 
(PeV = 1015 eV)

Extragalactic 
component up 
to 0.1 ZeV
(ZeV = 1021 eV)

Figure 2: Whole Cosmic Ray spectrum.
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One important tool in Cosmic Ray physics: Secondary to Primary ratios

CRs while wandering in the
interstellar medium (ISM) have
nuclear interaction with matter (H,
He) and produce secondary
particles through spallation
reactions (see Fig. 3, Li/Be/B
products of C/N/O interactions).

The ratio of secondary particles
(product of spallation) to primary
particles can constrain the
residence time of CRs in the
Galaxy (see next). Figure 3: Lithium, Beryllium and Boron spectra in the GeV-TeV range by AMS-02 experiment

[Aguilar et al 2018 Phys. Rev. Lett. 120, 021101].
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Why Cosmic Rays are interesting in interstellar medium dynamics studies ? : I
Pressure effects

Pressure gradient: CR pressure gradient is a force in the equation of dynamics
(Euler Eq.), [e.g. Dubois et al 2019 A&A 631 A121].

∂t(ρ~u) + ~∇.
(
ρ~u~u + Ptot

¯̄I −
~B~B
4π

)
= ρ~g (1)

ρ, ~u: gas mass density and velocity, ~B magnetic field, Ptot = Pg + Pm + PCR, ~g :
gravitation.

CRs can modify macro-instabilities relevant to ISM dynamics at various scales:
Kelvin-Helmoltz, Rayleigh-Taylor, Magneto-Rotational (accretion),
Parker-Jeans (galactic magnetic field dynamo, molecular cloud collapse),
Thermal (ISM phases), Firehose/Mirror.

CRs can produce their own instability: streaming (magnetic field amplification,
also due to their current via the Lorentz force ~J ∧ ~B), acoustic, Firehose/Mirror.
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Why Cosmic Rays are interesting in interstellar medium dynamics studies ? :
II ionisation / gas heating

Source of ionisation: Low energy
CRs (MeV-GeV: protons, keV-MeV:
electrons) can ionise ISM up to high
density columns (> 1026 cm−2)
[Padovani et al 2018 A&A 614
A111].

Source of heat: While ionising they
are a strong source of heating [Galli
& Padovani 2015 arxiv1502.03380].

This lecture treats in some details the
ionisation process.

Cosmic-ray heating of molecular cloud cores Daniele Galli

Figure 2: Average heat input per ionization Q as function of the density of the environment for various
astrophysical conditions (from Glassgold et al. 2012). Here n(H) the density of hydrogen in all forms.

where n(H2) is the H2 density and Q is the mean heat input per ionization. Estimates of Q available
in the literature range over a factor of three (Glassgold & Langer 1973a,b, Cravens et al. 1975,
Cravens & Dalgarno 1978, Goldsmith & Langer 1978, Goldsmith 2001). Early studies suffered
from the poorly known electron cross sections in the early 70s, the crude estimates of the energy-
loss functions, and ignored the roles of H+ and He+ ions in molecular gas were ignored. A more up
to date and complete analysis was carried out by Dalgarno et al. (1999) who considered carefully all
of the energy loss channels for electron energies up to 1 keV in various mixtures of H, H2 and He.
They showed how the energy expended to make an ion pair is partitioned among elastic and several
non-elastic processes, but they did not fully treat the heating. This was accomplished by Glassgold
et al. (2012), who used the results of Dalgarno et al. (1999) to compute Q with an accuracy of
⇠ 20% in a mixture of H2 (or H) and He for various astrophysical conditions (diffuse clouds,
molecular clouds, dense molecular cloud cores and protostellar disks). As shown by Glassgold
et al. (2012), in dense molecular regions about 50% of the energy of the ejected electron can go
into heating. In addition, CRs also produce ions and excited molecules that can interact with
the dominant neutral atomic or molecular gas. The products of these reactions deposit in the gas
a significant amount of the available energy in the form of chemical heating, that represents a
significant part of the CR heating. The average heat input per ionization (including the chemical
heating), computed by Glassgold et al. (2012) is shown schematically in Fig. 2

Notice that a similar process arises in the X-ray irradiation of molecular regions. In fact, X-ray
and CR ionization are closely related because the energy of the photon is almost entirely converted
into energy of the primary photoelectron, and therefore the interactions of photons or CR electrons
and nuclei with dense gas are largely determined by the many fast supra-thermal electrons they

4

Figure 4: Average heat input per ionisation as function of H density [Galli &
Padovani 2015, ibidem, Glassgold et al 2012 ApJ 756 157.]
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Why Cosmic Rays are interesting in interstellar medium dynamics studies ? :
III Interaction with dust

Interaction with atom/molecules/dust:
LECRs interact either directly or through
secondary particles (leptons. U.V..)
created during interactions [Grenier et al
2015 ARAA 53 199], can have some role
in charging/heating dust grains as
illustrated in Fig. 5.

In Ivlev et al 2015 ApJ 812 135:
important dust charging process :
photoelectric emission induced by
secondary U.V. photons produced by H2

fluorescence→ affects dust coagulation,
medium resistivity ...

Aspect not treated in this lecture (see
references), only impact on CR transport
is discussed in backup slide 7.

gions provides us with a major route by which to link all the
observations together. In addition, these regions eventually
collapse under their own gravitational field and form proto-
stellar objects, the precursors to new stars, planets, and solar
systems. Because this collapse occurs on approximately the
same time scale as the chemical evolution, it is thought that
chemistry is one of the key driving forces behind the onset of
new star formation.6

The provision of data is key to this linking process, spe-
cifically, accurate empirical data pertaining to sublimation
rates, binding energies, and sticking probabilities of all the
major molecular and atomic species on astronomically rel-
evant surfaces. It is also necessary to identify the key surface
chemical reactions that occur in the ISM, and the energy
barriers, reaction rates, kinetic schemes, and !in cases where
multiple products are formed" branching ratios of such reac-
tions. In most modern astrophysical models, molecular con-
stants from gas-phase experiments are employed, these being
the only data available. This leads to a gross misrepresenta-
tion of the chemical evolution, with certain key reactions that
may only occur at surfaces being ignored, and overrepresen-
tation of the production and abundance of other chemical
species. Laboratory surface astrophysics also provides quali-
tative information on the physical and chemical effects that
astrophysical processes have on accreted ices. In particular,
the thermal processing of accreted ices is a key evolutionary
indicator in the ISM that provides information on the ener-
getic history of the ice mantles during star birth and proto-
stellar evolution.

The Nottingham Surface Astrophysics Experiment !No-
SAE" was designed and constructed to address these issues.
Operating at ultrahigh vacuum !UHV" pressures and cryo-
genic temperatures, the experiment mimics the harsh condi-
tions found in ISM regions in a controlled environment. The
system reaches temperatures of 10–500 K, similar to tem-
peratures in ISM, protostellar, and circumstellar disk envi-
ronments. The base pressure is better than 2!10"10 mbar,

only a few orders of magnitude higher than the typical pres-
sure in the dense interstellar medium, and a few orders of
magnitude lower than the base pressure in dusty protostellar
and circumstellar disks. Furthermore, the experimental
vacuum is dominated by H2, just like the ISM. The chamber
is equipped with a number of traditional surface science in-
struments, including a Fourier transform reflection–
absorption infrared spectrometer !FT-RAIRS", a quartz crys-
tal microbalance !QCM", and a quadrupole mass
spectrometer !QMS". These instruments are used to obtain
quantitative spectroscopic data and qualitative measurements
of binding energies and sticking probabilities in astrophysi-
cally relevant surface-adsorbate systems.

In this article we describe the NoSAE apparatus in de-
tail, highlighting those elements of the experiment that di-
gress from standard UHV surface science instrumentation.
To demonstrate the experiment’s capabilities, preliminary re-
sults from several molecular-ice systems are presented. It is
envisaged that this surface astrophysics experiment will con-
tribute to our fundamental understanding of gas–solid pro-
cesses that occur in the ISM. The experiment will generate
essential basic data for astrophysics as well as stimulating
new and innovative work in surface physics and chemistry,
particularly studies of low temperature molecular solids.

II. EXPERIMENTAL DESIGN
A. Overview

A schematic of the NoSAE is shown in Fig. 2. The ap-
paratus comprises a 30 cm diameter, cylindrical, stainless-
steel chamber !Instrument Technology Ltd.", pumped by a
liquid N2 trapped, 9 in. oil diffusion pump !Edwards High
Vacuum Ltd.", and a titanium sublimation pump !Instrument
Technology Ltd.", backed by a mechanical rotary pump !Ed-
wards High Vacuum Ltd.". Access ports !directed toward the
center of the chamber" are provided at four levels on the
main chamber, as well as at the top and base, for sample
mounting, effusive gas dosing of substrates and adsorbates,
surface analysis, and system monitoring. A base pressure of
better than 2!10"10 mbar is routinely achieved after baking
at 120 °C for between 48 and 72 h. The chamber is equipped
with a differentially pumped, precision XYZ# manipulator
!Caburn–MDC Ltd." that supports an UHV compatible
closed-cycle helium cryostat !APD Cryogenics" that is ca-
pable of reaching temperatures below 10 K. The substrate is
a gold-coated quartz crystal, which is one half of a heteroge-
neous QCM, designed specifically for this experiment and
capable of working at cryogenic temperatures !Oxford Ap-
plied Research Ltd.". Molecular ices are grown in situ by
direct vapor deposition from the gas phase. Gases are mixed
on a dedicated gas handling line, and then introduced into the
chamber via a pair of fine control leak valves !VG Ltd.". The
mass of the deposited film can be measured directly using
the QCM. The chamber is also equipped with two differen-
tially pumped infrared !IR" windows for surface analysis by
FT-RAIRS !BioRad". A dedicated temperature control sys-
tem and a line-of-sight configured quadrupole mass spec-
trometer !Hiden Analytical Ltd." are fitted for temperature
programmed desorption !TPD" measurements. A hot-cathode

FIG. 1. Illustration of the make up of an icy dust grain in the ISM and the
typical energetic processes to which it is exposed.

2162 Rev. Sci. Instrum., Vol. 73, No. 5, May 2002 Fraser, Collings, and McCoustra

Figure 5: Energetic processes acting on an icy dust in the ISM [Fraser et al 2001 Rev
Sci. Instr 73 2161].
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Dominant sources of energy in the interstellar medium

The interstellar medium (ISM) is a very complex system of gas, dust, magnetic field
and radiation in close interaction. Cosmic Rays are the non-thermal (high energy)
component. Among processes injecting energy into the ISM let us cite:

Instabilities linked to gravitation, rotation, magnetic fields (Magneto-rotational
instability, Parker instability, shear motions ...)

Processes linked with massive star activities: winds, radiation, HII regions
expansion, supernova explosion.

Jets (young stellar objects, X-ray binaries)
Supernova explosions are expected to deposit most of the energy. A simple
calculation gives [Mac Low & Klessen 2004 RvMP 76 125]

ėSN =
σSNηSNESN

πR2
dHd

' 3 10−26 erg
cm3 s

(
ηSN

0.1

)(
ESN

1051 erg/s

)(
σSN

1SNu

)(
Hd

100 pc

)−1 ( Rd

20 kpc

)−2

(2)
ESN is the mechanical energy deposited during a SN explosion, ηSN is the efficiency of the
energy transfer into ISM gas, σSN is the SN rate, with 1 SNu = 1 SN(100 yr−1)

(1010LB/L�)−1, where LB is the blue luminosity of the Galaxy in solar luminosity units, Hd

and Rd are the disc height and radius.
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Cosmic Ray energetics

Secondary to primary ratio measurements or radioactive elements abundances
→ GeV CRs stay in our Galaxy for about tres ' 15 Myears.
Imparting a fraction of 10% of the energy injected by supernovae into CRs, the
CR energy density in the Milky way is

ECR = 0.1× ėSN × tres ' 1
eV
cm3 . (3)

CRs are in equipartition with magnetic field and gas energy density in the ISM.

Supernova explosions with a rate of about 3 events / century are enough to
power the CR luminosity in our Galaxy,

LCR ' ECRVCR

tres
' 1041 erg/s

(
VCR

4 1067 cm3

)
. (4)

VCR is the galactic volume occupied by CRs.
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Cosmic Ray / Energetic Particles sources

Note 5.
Main source classes (bold sources discussed during this lecture) and maximum
energies (see bibliography for references)

Supernova (SNe), Supernova remnants (SNRs): 0.1-10 PeV (1015 eV for
protons), possibly the main sources of hadronic (proton/Helium ...) component,
gamma-ray emitters.

Massive star clusters (MSCs): 0.1-100 PeV, collective acceleration effects (eg
turbulence, multiple shocks ...), gamma-ray emitters.

Pulsars, pulsar wind nebulae: 1-10 TeV, likely the main sources of leptons
(electron/positrons). Around the pulsar itself leptons may be accelerated up to
PeV energies. Gamma-ray emitters.

Compact sources: X-ray binaries, Sgr A∗: unknown, possibly contribution to
leptons (synchrotron and gamma-ray emitters).

Young stellar objects: Non-thermal electrons are accelerated there
(synchrotron radiation from jets), no gamma-rays detected yet (?). Non-thermal
radio emission from the magnetospheric activity.

5Some sources can inject non-thermal particles but do bot contribute to the CR spectrum
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Cosmic Ray spatial scales

A consequence of multiple sources, CRs/EPs can be injected at various ISM scales

Massive star clusters: Injection scale of the bubble (hot, low density medium)
around the cluster , hence L ∼ 100− 300 pc

Supernova remnants: GeV CRs are likely injected at the merging timescale
(SNR shock speed ∼ ambient sound speed), so after 105yrs over L = 10− 100
pc scales.

Pulsars, pulsar wind nebulae: L ∼ 10 pc.

Compact sources: X-ray binaries, Sgr A∗: jet length L ∼ 1 pc

Young stellar objects: jet length L ∼ 1000 AU.

CR are injected over multiple scales in the ISM. It is of matter of acceleration models
to evaluate the CR luminosity attached to each type of sources.

14 / 83



Table of Contents

1 Preliminaries

2 Introduction

3 Cosmic Rays: Sources and transport in the interstellar medium
Non-thermal phenomena in galactic sources
Cosmic-Ray acceleration mechanisms
Cosmic-Ray transport theories in the interstellar medium

4 Cosmic-Ray feed back over star formation: large scales
Cosmic-ray-driven winds and the role of Streaming instability
Multi-fluid approaches to gas dynamics

5 Cosmic-Ray feed back over star formation: small/intermediate scales
Low/intermediate energy Cosmic Rays and interstellar medium dynamics

Cosmic Ray ionisation

Young stars as in-situ sources of Cosmic Rays

6 Perspectives & Conclusions

7 Back-up slides

15 / 83



Table of Contents

1 Preliminaries

2 Introduction

3 Cosmic Rays: Sources and transport in the interstellar medium
Non-thermal phenomena in galactic sources
Cosmic-Ray acceleration mechanisms
Cosmic-Ray transport theories in the interstellar medium

4 Cosmic-Ray feed back over star formation: large scales
Cosmic-ray-driven winds and the role of Streaming instability
Multi-fluid approaches to gas dynamics

5 Cosmic-Ray feed back over star formation: small/intermediate scales
Low/intermediate energy Cosmic Rays and interstellar medium dynamics

Cosmic Ray ionisation

Young stars as in-situ sources of Cosmic Rays

6 Perspectives & Conclusions

7 Back-up slides

16 / 83



Multi-wavelength non-thermal signatures : Supernova Remnants : synchrotron
radio emission

Figure 6: Left : Radio emission from the SNR CTB1 at 10.55 GHz, including polarisation data (lines). Right : Radio emission from SNR 1006 at
1.4 GHz, including polarisation data. From Dubner & Giacani Handbook of Supernovæ 2017, 2041.

Synchrotron radiation marks the presence of GeV electrons. Old SNR have radio
magnetic field aligned with the outer shell (CTB1, 7.5-11 kyrs), younger ones have a
radial component (SN1006, 1 kyr).
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Multi-wavelength non-thermal signatures : Supernova Remnants :
High-energy emission

Figure 7: Tycho SNR (discovered by Tycho Brahé in 1572) as detected by the
Chandra X-ray satellite (see https://chandra.harvard.edu/photo/2019/tycho/)

Figure 8: Tycho SNR at TeV [Veritas Cherenkov telescope 2017 ApJ 836 23],
Black contours : CO (molecular gas) map, Chandra at 4 keV magenta, NuStar (20-40
keV) in cyan

Young SNRs show evidences of TeV energetic particles production necessary to
produce keV X-rays or TeV gamma-rays.

The origin of the the gamma-ray emission is still debated : Inverse-Compton
scattering by relativistic electrons (the same producing synchrotron X-rays) and/or
neutral pion decay from hadronic interactions.
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The X-ray revolution

Figure 9: Color codes: red, yellow, green : ejecta (stellar
material), blue (4-6 keV): X-ray synchrotron (non-thermal radiation)
associated to shock acceleration marked by thin filaments.

The filament size put constraints on the magnetic field
strength behind the forward shock.

∆XFil ≤ Min(∆Xadv,∆Xdif ) (5)

The advection scale ∆Xadv = Vshtloss(B)/r.
The diffusion scale ∆Xdif '

√
κtloss(B).

Vsh the shock speed, κ the particle diffusion coefficient,
tloss the synchrotron loss timescale [Parizot et al 2006
453 387]:

tloss(B) ' 1.25× 103 yrs
(

E
1 TeV

)−1( B
100 µG

)−2

(6)
For Tycho SNR typical values of the magnetic field
strength are : 400-500 µG, so two orders of magnitude
above standard ISM values.
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Non-thermal signatures : Massive star clusters

Massive star clusters also show gamma-ray emission at GeV and TeV energies (see
Bykov et al 2020 ibid). Below, the example of the Cygnus X region. (but
gamma-rays have been detected for Westerlund 1 and 2, the galactic centre region ...)

Figure 10: The Cygnus X region. left : Fermi (10-100 GeV) gamma-ray count map , middle: 8µm map by MSX with the main sources overlaid,
right: gamma-ray spectrum [Ackermann et al Science 2011 334 1101]
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Multi-wavelength non-thermal signatures : Pulsars and their nebulae

a

ªªª

b

Figure 1: Images of the Crab nebula. a: UV (� = 291 nm) image recorded with the Optical-UV
Monitor onboard XMM-Newton28. The MAGIC and HEGRA extension upper limits of 2.206 and 1.504 are
drawn as dash-dotted and dashed lines, respectively. The extent of the sky region shown in b is indicated
as dotted square, and the H.E.S.S. extension (two-dimensional Gaussian � corresponding to 39% of the
measured events) is drawn as a solid circle. All circles are centred on the Crab pulsar position for illustration
purposes, in the fit procedure determining the H.E.S.S. extension described in the main text the centroid
position is left free. b: Chandra X-ray image13 (courtesy of M. C. Weisskopf and J. J. Kolodziejczak). The
H.E.S.S. extension is shown as solid white circle overlaid on top of shaded annuli indicating the statistical and
systematic uncertainties of our measurement. The Chandra extension, corresponding to 39% of the X-ray
photons, is given as dashed white circle.
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Figure 2: Spectral energy distribution (SED) along with the measured and predicted extensions
of the Crab pulsar wind nebula. a: The SED is shown as dashed line. To illustrate the contribution
of electrons of di↵erent energies to the radiation, the coloured lines show the synchrotron and IC radiation
for electrons in the energy bands 1–3 TeV (black), 3–10 TeV (red), and 10–30 TeV (yellow). The vertical
bands indicate the measurement ranges of instruments in the UV (green), X-ray (blue), and TeV gamma-ray
regime (purple). The dark purple part of the H.E.S.S. band indicates the energy range covered by 90% of
the measured gamma-ray photons. The range of the remaining 10% of the highest energy photons is given
as the light purple band. The data points from low to high energies are taken from refs.5–7,29–38. Note
that in the optical domain, the data points are above the SED indicative of a substantial contribution from
thermal emission. b: The predicted (dashed line and grey shaded area, corresponding to the uncertainty)
and measured (markers) extensions are plotted for various photon energies. The predicted extensions are
the best-fit values of our model to the Chandra and H.E.S.S. data; the grey shaded uncertainty band results
from up and down variations of 1 standard deviation of the fit parameters. The measured UV and X-ray
extensions are determined by convolving the respective PWN images with the H.E.S.S. PSF and applying
the same likelihood fit procedure described in the main text. The purple boxes indicate the H.E.S.S. energy
range, their vertical size corresponds to the systematic uncertainty. All error bars are 1 standard deviation.

9

Figure 11: Up: Multiwavelength view of the Crab nebula (1054). Bottom: HESS (High Energy Stereoscopic System) pointing direction
(observations 100 GeV-10 TeV). Crab Multi-wavelength spectrum [Hess collaboration Nature Astronomy 2019 4 167]

Electrons (positrons) up to several tens of TeV observed in the Nebula. The Crab
nebula is a standard candle in gamma-ray astronomy.
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Evolved pulsar gamma-ray halos

Figure 12: Up-left: Gamma-ray image of GEMINGA and MONOGEM halos by HAWC (above 10 TeV, HAWC website). Bottom-left :
Gamma-ray radial profile for three halos [Liu Int Journ Mod Phys A 2022 37 22300011]. Right: sketch of the halo phenomenon.

Gamma-ray profiles can be explained if particles diffuse with a diffusion coefficient
reduced by a factor 100-1000 wrt to galactic standards→ Cosmic Ray escape
problem.
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Looking for Pevatrons: LHAASO

20

Figure 6. LHAASO significance map within region 10�  l  115� , |b|  12�. Top: WCDA (1 TeV <
E < 25 TeV) significance map. Middle: KM2A (E > 25 TeV) significance map. Bottom: KM2A (E > 100
TeV) significance map. In this figure and following, the LHAASO source are represented by gray crosses
and white labels. The LHAASO sources, which the WCDA components are with higher significance, are
plotted in top panel. The LHAASO sources, which the KM2A components are with higher significance, are
plotted in middle panel. Meanwhile, the UHE source are also shown in the bottom panel.

TeV. For comparison, all the sources detected at energies 1�25 TeV are also presented in the figure
excluding the extragalactic sources listed in Table 1. The features of the UHE sources in the energy
band 1�25 TeV, similar to that at E > 25 TeV, are with harder spectral index or higher significance
than the others. Up to now, more than 250 VHE sources have been detected, and more than 100
sources are within the Galaxy with a significant fraction being located in the southern sky, which is
out the FOV of LHAASO. These Galactic sources would be important UHE candidates and may can
be revealed with UHE emission in the future observations.

It is worth to note that 8 out of 43 UHE sources are not detected by WCDA at energies 1�25
TeV, which would represent a new class of gamma-ray sources with dominant gamma-ray emission
at energies around tens of TeV or E > 100 TeV. These would demonstrate the distinctive importance
of UHE window at higher energy, which could explore new phenomena and new extreme celestial
bodies of the Universe. With the accumulation of data, LHAASO will discover more sources with

Figure 13: First LHAASO catalogue [Cao et al 2023 ArXiv 2305.17030]. Several sources above 100 TeV are now detected.

Current hot topic : 100 TeV gamma-rays can be produced by protons with energies at
600 TeV (via neutral pion decay) or electrons with similar energies (via Inverse
Compton process in the Klein-Nishina regime). No clear counterpart identified yet
(several massive star clusters although).
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Non-thermal emission in young stellar objects

HH80-81/IRAS18162-2048 non-thermal emission details 

3 mai 2018 Cosmic Rays: the salt of the star formation recipe 3 

Intensity and index map of the collimated jet 
region (JVLA, 4-6 GHz). 
 
positive index ó narrow jet regions 
negative index ó the jet widens 
 
may be interpreted as recollimation shocks 
in the jet pattern. 
 

Rodriguez-Kamenetzky + 2017 

Figure 14: Detailed radio view of the stellar jet from
HH8081/IRAS 18162-2048. From up to down: intensity map, spectral
index map, spectral index profile, jet width, jet centre poistion
[Rodriguez-Kamenetzky et al 2017 ApJ 851 16].

Young stellar objects are not known to be strong
non-thermal sources. Their radio jets are often
dominated by thermal free-free radiation [Review
by Ray & Ferreira 2021 New Astronomy Reviews
93 101615.].

Thanks to improved radio sensitivity (u-GMRT,
JVLA, LOFAR ...) more objects show
non-thermal synchrotron emission [Purser et al
2016 MNRAS 460 1039] both for solar-mass (eg
DG Tau [Ainsworth et al 2014 ApJ 792 L18] or
massive objects (eg HH8081 [
Rodriguez-Kamenetzky et al 2017 ibid]).

Some hints of gamma-ray emission associated
with HH8081 [Yan et al 2022 Research in A&A
22 025016] or S255 NIRS 3 [de Ona Wilhelmi et
al 2023 MNRAS 523 105].

Come back on these sources in part IV.
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Cosmic Ray sources : a summary

1 Many types of sources can contribute to the Cosmic Ray spectrum observed on
Earth : Supernova remnants, Massive star clusters, pulsar wind nebulae. All
show non-thermal emission from radio to gamma-rays (GeV and TeV).

2 X-ray filaments in SNR implies that CR are able to trigger their own
instabilities and generate magnetic field at fast shock fronts.

3 Some rare sources should contribute up to PeV energies (LHAASO catalogue).
4 Young stars class shows a growing number of non-thermal radio sources

(synchrotron radiation by GeV electrons) and some hints of gamma-rays (see
part 4 on small scale feed back)

5 Specific CR propagation seem to be appropriate around sources (eg gamma-ray
halos) which show more confinement (wrt to what we should get from standard
diffusion regimes, see section on propagation in part 1).
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The Hillas criterion

From Hillas 1984 ARAA 22 425. Criterion fixing the confinement energy of a
charged particle (Ze) with an energy E in a region with a magnetic field strength B
and size R by imposing (R = Larmor radius of the particle)

R = RL =
E

ZeB
or log(B) = − log(R) + log

(
E
Ze

)
see Fig below . (7)

This is in fact an upper limit since for instance losses can limit E further down.
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The theory of diffusive shock acceleration : test-particle solution

The main theoretical background dates from late 70s. See
review by [Drury 1983 Rep Prog Phys 46 973]. The tenets
of the diffusive shock acceleration theory are :

1 Shock: thin discontinuity of thermodynamical
quantities (density, gas speed, temperature).

2 Diffusive : up- and downstream the shock front, the
gas (plasma + magnetic field) carries electromagnetic
perturbations that induce charged particles scattering
(because of~v ∧ ~B force) back and forth the shock
front.

3 Acceleration: particles are subject to multiple shock
crossings - at each Fermi cycle (eg up-down-up) they
gain a constant relative amount of energy.

∆E
E
' 4

3
u1 − u2

v
(8)

(v particle speed)
4 Particles have a finite (and small) probability to

escape downstream at each cycle because of
advection : 4u2

v

Figure 15: Sketch of the diffusive shock acceleration process in
the shock rest frame. u1 is the gas speed upstream the shock front.
u2 = u1/r is the gas speed downstream the shock front. r is the
shock or gas mass density compression ratio ρ2/ρ1.

From items (3) and (4) the CR
distribution at shock is a power-law
F(E) ∝ p−(r+2)/(r−1).
Hence ∝ E−2 for a strong shock,
with a sonic Mach number
Ms = ush/cs,1 = u1/cs,1 � 1.
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The theory of diffusive shock acceleration : Cosmic-Ray non-linear feed back

DSA is in fact a non-linear process : CRs can back react over the shock solution
because of their pressure : they increase the gas compression through a comsic ray
precursor and modify the value of r [Drury & Voelk 1981 ApJ 248 344]

Diffusive length L(E)= D(E)/ush . If two particles have energies E1 > E2 then L(E1) (blue) > L(E2) (red) 

Figure 16: Sketch of shock front modified by the presence of CR just ahead
(CR precursor). The effective compression ratio of the shock is reduced to a
subshock rsub < r, but the total (from far upstream to downstream) compression
ratio rtot > r. Gas compressibility has increased.

The shock solution is not a power-law
anymore, it depends on the particle energy
[Berezhko & Ellison 1999 ApJ 526 385]

E2
E1

Figure 17: CR spectrum (in momentum) in the test-particle case and in the
non-linear case. Low momenta see rsub , high momenta see rtot . At high energy :
escaped spectrum at given time or shock radius (from [Caprioli et al 2009 Aph 33
307.]
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The theory of diffusive shock acceleration : Magnetic field amplification

(illustrative slide) CR are able (via different ways, see next) to produce their own
magnetic turbulence they scatter off to proceed with Fermi cycles. They produce
strong magnetic field amplification ... mandatory to explain X-ray filaments in young
SNR.

The Astrophysical Journal, 783:91 (17pp), 2014 March 10 Caprioli & Spitkovsky
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Figure 2. Top panel: ion energy spectrum (color code) as a function of x. The transition from the cold beam to the broad distribution marks the shock position,
at ≈1150c/ωp . Note the population of high-energy ions diffusing ahead of the shock (for E ! 10Esh). Bottom panel: ion energy distribution at three different
downstream locations, corresponding to the dashed boxes in the top panel. Immediately behind the shock (red curve) there is a “bridge” of supra-thermal particles
smoothly connecting the thermal peak with the DSA power-law, while far downstream (blue curve) there is quite a sharp boundary between thermal and non-thermal
ions at Einj ∼ 3–4Esh.
(A color version of this figure is available in the online journal.)

almost constant in time, while the high-energy cut-off, well-
fitted by an exponential ∝ exp (−E/Emax)τ , with τ ∼ 1.5,
moves to larger and larger energies at later and later times.
We stress that, since our simulation box is very large in the
x-direction, Emax(t) is not artificially limited by the finite
size of the simulation until t % 2000ω−1

c at least, but it is
only determined by the acceleration time. We will discuss the
properties of ion diffusion and the time evolution of Emax in a
more quantitative way in a forthcoming work.

3. SUPRA-THERMAL PARTICLES

While far downstream the transition between the Maxwellian
and the power-law tail is very sharp, immediately behind the
shock the situation is quite different. As shown in Figure 2
(red curve), the post-shock ion distribution shows a “bridge”
of about one order of magnitude in energy (from a few Esh
up to ∼10Esh), which can be fitted with a quite steep power-
law ∝ E−3. This spectral feature at supra-thermal energies
gradually disappears when moving downstream (Figure 2).
Far downstream (!3000c/ωp behind the shock) the spectrum
can be clearly separated into the thermal and the non-thermal
distributions.

The supra-thermal region is important because it contains
information about the thermalization of the incoming plasma
stream. It also provides a hint that behind the shock there is
a pool of particles with mildly non-thermal energies, which
is crucial for understanding the problem of particle injection,

namely, the determination of the conditions required for some
particles to take part in the DSA process.

In the past decades, many efforts have been dedicated to
the study of the effects of efficient acceleration at shocks (see
references in Section 1), and in particular to the investigation
of the dynamical back-reaction of CRs on the plasma flow
and on the electromagnetic field. Excellent reviews on these
CR-modified shocks are, e.g., O’C. Drury (1983), Jones &
Ellison (1991), and Malkov & O’C. Drury (2001).

Any non-linear model of DSA, as well as any phenomenolog-
ical model that aims to explain the non-thermal emission from
astrophysical shocks, requires the knowledge of the fraction of
particles injected in the power-law tail. Such a normalization
can be worked out only within a self-consistent description of
the shock transition, both in terms of electromagnetic fields and
particle distribution. Kinetic simulations can provide this infor-
mation, which may then be fed into models that deal only with
time- and length-scales much larger than the background plasma
ones. An assumption common to all of the non-linear approaches
to DSA is that the shock is considered an infinitesimally thin
transition where both isotropization and particle injection occur.

A popular way of dealing with injection is represented by
the thermal leakage model, which assumes that particles living
sufficiently far in the tail of the downstream Maxwellian, and
sufficiently close to the shock, have gyroradii large enough to
recross the shock in one orbit (see, e.g., Ellison et al. 1981;
Malkov 1997; Kang et al. 2002; Blasi et al. 2005). Conversely,
some authors interpreted the output of their kinetic simulations

4

2D hybrid simulations : electron = fluid, ion =kinetic

3-D NRS instability near astrophysical shocks 3

Figure 1. Magnetic field strength and thermal plasma density at four consecutive moments in time, showing the development of a

filamentary instability in the upstream medium as well as the distortion of the shock front. Initially, (t=405 !�1
c , upper left panel) the

structure in the magnetic field seems random and the thermal gas density remains undisturbed. However, over time (t=540, 675 and

810 !�1
c ) the disturbance in the upstream magnetic field forms filaments and the thermal gas density follows. The downstream magnetic

field becomes highly turbulent. Owing to the varying pressure, the shock front becomes distorted

the thermal plasma and the magnetic field, whereas the non-
thermal component is calculated using the PIC method. The
interaction between the two components is taken into ac-
count through a modified version of Ohm’s law,

c E = � �(1 � R) v + R upart
� ⇥ B (1)

with c, the speed of light, E the electric field, v the velocity
of the thermal plasma, upart the average velocity of the
supra-thermal particles, B the magnetic field and R the
ratio of the supra-thermal particle charge density to the
total charge density (R ⌧ 1). MHD momentum and energy
equations also consider contributions from the non-thermal
population leading to a global momentum and energy
conservation. The gas is considered to be non-collisional
and the only interaction between the non-thermal particles
and the thermal gas is through the electro-magnetic field.

We use the same code described in Paper 1, which
is based on the MPI-AMRVAC code (van der Holst et al.
2008; Keppens et al. 2012). This is an MPI-parallel,
fully conservative code that uses the OCTREE (Shephard
& Georges 1991) adaptive mesh system to dynamically
adapt the grid resolution. Onto this code we have added a

module that calculates the motion of charged particles in
an electro-magnetic field using the Boris-pusher (Birdsall
& Langdon 1991). The influence of the charged particles
on the thermal gas is accounted for through the modified
conservation equations described by Bai et al. (2015);
Mignone et al. (2018); Amano (2018) and Paper 1. This
method allows for a self-consistent interaction between the
particles and the thermal gas while conserving momentum
and energy. In order to ensure that the magnetic field
remains divergence-free throughout the simulation we
have implemented the constrained-transport method as
described in Balsara (1998); Balsara & Spicer (1999).

2.2 Corrugated shock capture procedure

In the simulations shown in Paper 1 we injected the particle
along a straight line, perpendicular to the flow. The posi-
tion of this line was determined by the x-coordinate (here-
after the coordinate along the shock normal) of the highest
density gradient, which was assumed to coincide with the
location of the shock. However, once the shock becomes cor-

MNRAS 000, 1–11 (2017)

Full 3D particle-in-cell (CR) – MHD (e-i)

Figure 18: Left: Particle distribution solution accounting for CR and magnetic field back reaction [Caprioli & Spitkovsky 2014 ApJ 783 91]. Right:
Magnetic field and gas density evolution in a 3D shock including magnetic field amplification [van Marle et al 2019 MNRAS 490 1156].
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Multiple shock acceleration

In the ISM scenarii where CR can interact with
multiple shock fronts are not rare.

Binary systems including one or several
massive star (eg Eta Carina).

Cluster of stars : stellar wind sizes are
larger than the mean distances between
stars.

Supersonic ISM turbulence can form
multiple shocks.

Basic principle : convolution of one shock
solution and re-acceleration [Melrose & Pope
1993 PASA 10 222]. A fully non-linear
solution including CR feed back and MFA is
still missing.

6. Running Multiple Shocks: Parallelization
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Figure 6.2: Time evolution of the final downstream cosmic-rays spectra for a
sequence of successive linear shocks.
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rays distribution just at the end of a shock. The spectra f(p) are shown on
top (all normalized so that f(pinj) = 1), where we have added (dotted) the
three power-laws of slope s = 3 and s = 4 and s1 = 4.18 the theoretical
linear slope for the compression ratio r = 3.55 of the shocks. These three
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shows the spectra logarithmic slopes −s = ∂ log(f)/∂ log(p). The evolution
of the slope from s1 to 3 with the number of shocks is shown on figure 6.3 for
three different momenta.
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Figure 6.4: Evolution of the number of shocks N (up to 30) that reach a quasi-
steady state before complete smoothing and of the range of final cosmic-rays
spectra slopes −s as a function of the injection fraction η in the non-linear
case.
See sections 6.3.1 and 6.3.2.2 for details.

η = 10−6. Second the range of slopes gets constantly narrower, especially be-
low ηc (that is when when cosmic-rays no longer limit the number of shocks).
Thus this simulations suggest the existence of two regimes of multiple DSA
with respect to the injection ratio η: there seems to be some critical ηc (here
of roughly 1.5× 10−3) above which cosmic-rays dictate the fate of the shocks
(producing soft and irregular spectra) and below which cosmic-rays are almost
transparent to the successive shocks (producing harder and more regular spec-
tra). We have observed the same global picture with other simulations (not
shown here) involving a constant diffusion coefficient D.

We note that the self-consistent injection fraction proposed by Blasi et al.
(2005) (equation (2.93)) is here initially ηB # 10−1, thus in the regime where
cosmic-rays dominate from the very first shock. This self-consistent ηB is time-
dependent and is lowered as the shock gets modified, but we have observed
that the first shock still gets fully smoothed before a quasi-steady state has
been reached. Such a very high back-reaction might be surprising for a thermal
leakage mechanism. It comes from our particular choice (to match FG param-

130

Figure 19: Left : Linear solutions: (up) CR distribution as function of shock
number (down) CR distribution spectral index. The asymptotic spectrum scales as
p−3 or E−1. Right: Non-linear solutions as function of the number of shock and
the injection rate: final index distribution in green [G.Ferrand thesis, 2008].

Notice. The injection rate η is the fraction of
incoming mass gas flux ρush converted into
CRs.
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Cosmic Ray acceleration: a summary and a bit more

1 The standard theory of diffusive shock acceleration predicts a simple solution
only dependent on the shock compression ratio r as F(E) ∝ E−(r+2)/(r−1)

which leads to E−2 or p−4 for strong shocks.
2 Several non-linear feed back modify this picture: CR carry a huge pressure and

increase the gas compression, magnetic field can be strongly amplified by CR
themselves. At fast shocks energy densities (gas kinetic, CR and magnetic field
respectively) have some typical ordering:

Ekin = ρu2
sh ∼ ξECR, ξ ≥ 10

ECR ∼ c
ush

EB . (9)

3 Recent models including magnetic field amplification find that SNR inject a CR
distribution scaling E−2.2/−2.4 into the ISM at least in the TeV range.

4 GeV CRs (the ones important for ISM dynamics) are rather injected at the end
of SNR lifetime with a loosely constrained distribution.

5 Other processes can accelerate CRs , e.g. magnetic reconnection, e.g. [Gaches
et al 2021 ApJ, 917, L39] (see part IV).
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Transport : what does it means ?

CRs are different from the particles part of the background
thermal plasma (termed as gas). CRs as energetic charged
particles propagate along magnetic field lines at a speed v = βc
close to c with an helicoidal motion known as Larmor gyration.

Larmor motion of a charged particle around an uniform

magnetic field~B = ~B0.

CRs position and momentum respect the Eq of motion

d~x
dt

= ~v ,
d~p
dt

= q~E + q
~v
c
∧ ~B . (10)

In the ISM ~E, ~B are random variables along the Larmor trajectory. The electric
component induces a change in energy whereas the magnetic component
induces a change in the pitch-angle α = (~v, ~B).

α being a random variable modifies the ballistic Larmor motion along ~B. CRs
while moving close to c can adopt a random walk along ~B.

Because 1) CR can jump from one field line to the other and 2) because field
lines are turbulent, CRs can adopt a random walk perpendicular to ~B.
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The physics of the perpendicular transport
The perpendicular transport is associated with two processes.

Pitch-angle scattering induces a jump from one field line to another. This is characterized by a diffusion
coefficient ? usually ⌧ k. (we assume �Bk = 0), the perturbed Eq. of motion is vx = vzbx.
We define

? = xx =

Z 1

0
hvx(t)vx(0)idt . (16)

A general formulation of the ratio ?/k can be found in Chuvilgin & Ptuskin (1993)

? = k
"2

1 + "
, (17)

where " = ⌫s
⌦s

< 1.

The magnetic field lines being turbulent, two close magnetic field lines at a
position s=0 will diverge from each other as s > 0 : magnetic field line
wandering process. This is characterized by a magnetic diffusion
coefficient M. (see figure extracted from & Goldreich 2001).

23/86 The Microphysics of Cosmic Ray transport

Left: sketch of the particle pitch-angle scattering process due to resonant turbulence-particle interaction. Right : Magnetic field line wandering due to

magnetic chaos.
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The two main regimes of Cosmic Ray transport in the interstellar medium
The large-scale-injected turbulence and the self-generated turbulence

I will consider unless specified particles of modest energies (E ≤ TeV), hence a
reference gyration radius size is :

Rg =
E

ZeB
' 10−3 pc

(
E

TeV

)(
B

µGauss

)−1

(11)

Hence Rg(1 GeV) ' 5AU !!

1 Transport in Large-scale-injected turbulence : The scales of the perturbations
have λ > Rg or kRg < 1. Turbulence injection scales in the ISM (eg due to
supernovae) is L ∼ 10− 100 pc.

2 Transport in self-generated turbulence (if it is triggered): The scales of the
perturbations can have kRg > 1 (non-resonant) or kRg ∼ 1 (resonant) depending
on the regime of turbulence.

Nota Bene. These are not golden rules: you may consider EeV particles propagating
in turbulence of type 1 with λ < Rg.
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Cosmic Ray transport properties as deduced from S/P ratios
Reference values for the diffusion coefficients

In the leaky-box model the diffusion operator in the
CR transport Eq. is simplified by an escape process
∇D∇nCR(E)→ nCR(E)

tesc(E) . In a stationary regime, the CR
distribution in the ISM nCR(E) is obtained as function
of the source injection rate Q(E):

nCR(E) = Q(E)tesc(E), (12)

H is the galaxy halo size, mean Hydrogen density is
〈nH〉, v CR speed

tesc(E) ' H2

D(E)
=

X(E)

1.4mp〈nH〉v
(13)

B/C ratios give X(E) the grammage the amount of
matter crossed by a nest of surface of 1 cm2 carried by
CRs. We typically have

D(E) ' 1028 cm2/s
(

E
1 GeV/N

)α
, α = 0.3...0.6

(14)

9

Parameters BIG SLIM QUAINT

�2/dof 61.7/61=1.01 61.8/63=0.98 62.1/62=1.00

Intermediate-rigidity parameters

K10 [kpc2 Myr�1] 0.30+0.03
�0.04 0.28+0.02

�0.02 0.33+0.03
�0.06

� 0.48+0.04
�0.03 0.51+0.02

�0.02 0.45+0.05
�0.02

Low-rigidity parameters

Vc [km s�1] 0+7.4 N/A 0.0+8

VA [km s�1] 67+24
�67 N/A 101+14

�15

⌘ 1 (fixed) 1 (fixed) �0.09+0.35
�0.57

�l �0.69+0.61
�1.26 �0.87+0.33

�0.31 N/A

Rl [GV] 3.4+1.1
�0.9 4.4+0.2

�0.2 N/A

High-rigidity break parameters

(nuisance parameters)

�h 0.18 0.19 0.17

Rh [GV] 247 237 270

sh 0.04 0.04 0.04

TABLE II. Best-fit parameter values and uncertainties for
the three benchmark models BIG, SLIM, and QUAINT and
corresponding �2/dof. The high-rigidity break parameters
are nuisance parameters in the fit (see also text and App. A),
and their preferred post-fit values are also quoted for the sake
of completeness. Errors in italic are those that reach the
allowed boundaries.

0 and 0.16, for the same models. The induced spectral
distorsions in BIG and QUAINT correspond to a slight
decrease of the cross section at low energy.
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FIG. 2. Best fit B/C curve for models BIG, SLIM, and QUAINT.
Results for the best fit parameter values are given in Tab. II. The
bottom panel shows the Z-score.

Our best-fit curves are reported in Fig. 2 for the three
models. Note that all models lead to analogous curves
and fit quality, only di↵ering in the fine features of the
spectral shape at low rigidity. The inset displays the
Z-score, i.e. the residuals normalized to the total er-

rors �tot. Note that this has only a qualitative purpose,
since technically the �2 is computed accounting for cor-
relations in the systematics of B/C data, a major nov-
elty of this analysis. The similar fit quality of the BIG
and SLIM models indicates that the additional free pa-
rameters present in the former are actually unnecessary
to describe the data: If the fit allows for a low-rigidity
break, there is but a minor and currently unnecessary
role played by Vc and VA. We note a tiny and statisti-
cally insignificant preference for model SLIM (and a for-
tiori BIG) with respect to QUAINT, which is only worth
noticing since QUAINT has one free parameter more than
in SLIM. In fact, we stress that if we had fixed ⌘ = 1 in
the QUAINT model, its fit quality would have degraded,
and it would have been rejected at > 2� with respect to
the BIG and SLIM models. Finally, we note that, compare
to SLIM, the benchmark BIG and QUAINT have respec-
tively a weaker and no break at low rigidity, althought
the latter is partly mimicked by the spectral distorsions
of the cross section in nuisance. This tends to provide ad-
ditional support to the possible presence of a low-rigidity
break in the di↵usion coe�cient.

FIG. 3. The di↵usion coe�cients corresponding to the three fits
reported in Tab. II and Fig. 2, with their associated 1� uncertainty
bands. We stress that the scaling at low rigidity depends on where
the onset of the non-relativistic regime is located; here the curves
are traced for a mass/charge ratio A/Z = 2. For illustration, the
inset shows the low rigidity regime for various species with di↵erent
mass/charge values in the SLIM model.

Also, it is important to notice that the parameters
common to the three models are found with values com-
patible within ⇠ 1�. This suggests that the di↵u-
sive properties at intermediate rigidities are constrained
rather robustly by the data (see Fig. 3 for an illustra-
tion of this), independently of the specific scenario within
which the low-rigidity behavior is interpreted and fitted.
This conclusion is rather encouraging when one considers
interpretations of the high-rigidity spectral break.

Figure 20: Boron to Carbon abundance ratio in the Cosmic Ray
spectrum [Génolini et al 2019 PRD 99 3028]
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Quasi-linear theory (QLT) of Cosmic Ray transport

The QLT is the main theory describing the transport of CR in magnetised turbulence
[see §A in Casse et al 2001 PRD 65 023002]
There are two main conditions for the QLT to apply:

1 The perturbed fields need to have a small amplitude. Namely
δB/B, cδE/B� 1.

2 The perturbed fields need to have components displayed over many scales. In
other words we need to have a fully developed turbulence.

The theory is effectively applicable in a restricted domain of timescales: tc � t� td,
where tc is the correlation time between stochastic forces and td is the timescale of
the evolution of the mean particle distribution function.

For instance consider a turbulent spectrum kW(k) = δB(k)2

B2 , if a particle undergoes
resonant interaction with modes k then tc ∼ Ω−1

s k/∆k, ∆k is the spectrum width in
the parallel MF direction while td ∼ Ω−1

s (B/δB)2. Hence tc � td, gives
(δB/B)2 � ∆k/k, so ∆k/k can not be too small. Its applicability then depends on
the turbulence model (W(k)).
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QLT : diffusion coefficients

One can show the following results [Schlickeiser 2002 Springer, Shalchi 2009
Springer], see back-up slide 1 for non-linear models.

1 Parallel mean free path λ‖:

D‖(E) ' 1
3

Rg(E)v(E)× B2

δB(kr,‖)2 → λ‖(E) = 3D‖(E)/v(E) (15)

The resonant wavenumber is kr,‖ ' 1/Rg(E) cos(α).
This is the mean distance between two scattering along the magnetic field.
Notice that λ‖ ∝ B2/δB(kr,‖)

2. The smaller δB the longer λ‖ (particles are less
confined along the magnetic field).

2 Perpendicular mean free path:

λ⊥ ' λ‖ ×
δB4

B4 � λ‖ . (16)

[here δB is the total amplitude of magnetic perturbations,
δB2 =

∫
d ln(k)δB2(k)]. In the weak turbulence limit the perpendicular

transport is almost negligible wrt to the parallel diffusive transport.
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Self-generated turbulence model: slab turbulence

CRs propagate along the mean field line, they tend to produce perturbations with
wave perturbations along the mean field line.

Parallel and perpendicular mean free paths in
the QLT limit [Shalchi 2009, §3.2.1]: we use a
turbulent spectrum W(k) = W0(k`)−α

(k ≡ k‖). ` is the injection scale of the
turbulence, R = Rg/`.
The parallel mean free path is given

λ‖ ' 3`
(

B
δB

)2

R2−αG(α) . (17)

(G(α) can be found in Shalchi book)). For
resonant slab modes we can use α = 1 if the
CR distribution scales as nCR(E) ∝ E−2

(Bohm scaling).
The perpendicular mean free path is given by

λ⊥ ' 3
4

(
δB
B

)2

` . (18)

Mean magnetic field direction

field line bundles

Figure 21: Sketch of slab-type turbulence
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The streaming instability in short

A possible source of slab, self-generated perturbations is the (resonant) streaming
instability, sketched below. We will come back to it part III about dynamical
coupling between CRs and gas. Resonant here means that perturbations are produced
at scales corresponding to Rg.

Mean 
magnetic field 
direction

Angular Cosmic Ray distribution

v(E)

⍺

CR anisotropy along B produces a net streaming speed:

𝑉! = $𝑑𝑝 𝑣 𝑝 𝐹"#(𝑝) > 𝑉$

Excess in particle momentum : Δ𝑝 = %
&
'!('"
)

𝑛"# 𝑝 transfered to waves Δ𝑝 = 𝜌𝑣$*
+,
,

*
 as CR scatter off perturbations

: inelastic scattering between a wave (collective charge motion) and one particle. 

Figure 22: A hand waving sketch of the streaming instability
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The streaming instability growth rate

The calculation can be found in : Kulsrud 2005 Princeton University press (Plasma
Physics for Astrophysics). See also A. Marcowith lecture on Cosmic-Ray-driven
instabilities at Fermi summer school ”Foundations of Cosmic Ray Astrophysics”,
2022 (in press New Cimento).

The growth rate is [Wiener et al 2013 ApJ 767 87]:

ΓCR(k) =
2πmVaΩcc
k(δB(k))2 ×

(
−∂nCR

∂s

)
ACR (19)

with : Ωc = qB/mc, m the proton mass, ACR depends on the CR distribution function.

The growth (positive) rate if the gradient of CR density along (along the path s) the
magnetic field line is negative - as it is the case for a source of CR which imposes a
gradient along B. The growth occurs at a resonant wavenumber k ∼ 1/Rg.
The Alfvén speed Va can include neutrals in partially ionised media depending if ions
and neutrals are coupled or not.

42 / 83



How do Cosmic Ray escape from their sources ?

The escape process is not completely known, but likely depends on 1) the source
evolution stage 2) the CR energy. E.g. in a SNR the highest energies escape first
as they have the largest diffusive length D(E)/vsh = R (Hillas criterion).

Low-energy CRs (below a few tens of GeV) are likely released at the dispersion
phase (for a SNR once the shock speed ∼ local sound speed).

If the CR energy density in the escaping
population is too low : they scatter off
large-scale-injected turbulence after some
ballistic regime (moving at c along the
background MF).

If the CR energy density in the escaping
population is high enough : they scatter off
self-generated turbulence after some
ballistic regime (moving at c along the
background MF).

Sketch of the Cosmic Ray Cloud model
[Malkov et al 2013 ApJ 768 73] : CR a
released along magnetic flux tubes and
primarily have a parallel propagation first..

43 / 83



Nearby sources propagation: Supernova remnants

A series of work have investigated this aspect [Malkov et al 2013 ibid, Nava et al
2016 MNRAS 461 3552, Nava et al 2019 MNRAS 484 2684, Brahimi et al 2020
A&A 663 A72, Recchia et al 2022 A&A 660 A57 ... ]

The main assumptions :
1 All calculations are 1D. CRs travel along

magnetic flux tubes. CR backreaction
effects are neglected.

2 The model simultaneously solves two
equations: one for CR Pressure - one for
wave pressure. The wave are generated by
the streaming instability.

3 The diffusion coefficients are calculated
in the QLT (see Eq. 15).

4 The model treat CR escape before the
remnant dispersion (limited to CR
energies above 10 GeV).

CR via self− generated turbulence production can impede their own propagation .

3560 L. Nava et al.

Figure 5. Time evolution of a CR cloud of initial radius R in the WIM
phase of the interstellar medium. CR energies of 10 GeV, 100 GeV, and
1 TeV are considered (top to bottom). The top (bottom) section of each
panel shows the CR partial pressure (diffusion coefficient). See the text for
more details.

Figure 6. Time evolution of the diffusion coefficient D (normalized to the
background galactic value D0) for CR energies of 1 TeV. The initial radius
and the half-time of the CR cloud are indicated on the top of the panel.

panel shows the CR pressure (in both normalized and physical
units) as a function of the distance from the SNR centre, while
the lower section shows the CR diffusion coefficient D, also in
terms of ratio I = DB/D (right y-axis). In all cases, I ! 1, and
the assumption of quasi-linear theory is justified. Purple, green, and
red solid lines show the solution of equations (4) and (5) at times
equal to t1/2/4, t1/2, and 4t1/2, respectively, while dotted lines refer
to the TP solution of the problem (i.e. streaming instability is not
taken into account). The dashed black lines represent the level of the
CR background in the Galaxy and the average turbulence level in
the ISM (δB/B)2

k = I0(k) (upper and lower section of each panel,
respectively).

Several considerations are in order:

(i) at early times, the solution of equations (4) and (5) clearly
differs from the TP solution, while for time-scales significantly
longer than the half-time of the cloud t1/2, the solution approaches
the TP one (see the red curves referring to a time equal to 4t1/2). This
implies that t1/2 represents an order of magnitude estimate of the
time interval during which waves can grow significantly above the
background level in a region surrounding the initial CR cloud. This
is an energy dependent effect, since t1/2 is a decreasing function
of energy. Thus, for CR energies of the order of 1 TeV or above,
relevant for ground-based gamma-ray observations, the growth of
waves operates for a quite short time interval (few thousands years
or less);

(ii) large excesses of CRs above the galactic background can be
maintained for times much longer than t1/2. This is a well-known
result from the TP theory (e.g. Aharonian & Atoyan 1996; Gabici
et al. 2009) which can be easily verified after comparing the values
of the CR partial pressure (see scale on the right y-axis in Fig. 5)
with the total energy density of CRs in the galactic disc, which is
of the order of ≈1 eV cm−3;

(iii) the CR diffusion coefficient is strongly suppressed with re-
spect to its typical galactic value at the cloud border due to the
strong gradient of CRs there, which translates in a fast growth rate
of waves. The suppression of the diffusion coefficient remains sig-
nificant in a region of tens of parsecs surrounding the SNR, as
illustrated in Fig. 6, where the diffusion coefficient of 1 TeV par-
ticles is plotted in units of the typical galactic value D0. The ratio
D/D0 reaches a value equal to 0.5 at distances from the SNR centre
equal to ∼25 pc (∼35 pc) at times t = t1/2/4 = 1.2 kyr (t = t1/2 =
4.7 kyr), while at later time (t = 4 × t1/2 = 19 kyr), the ratio is

MNRAS 461, 3552–3562 (2016)
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From Nava et al 2016

t1/2 is the time after which half of 
CR have escaped from the SNR.

The reference diffusion coefficient 
is given by Eq.14.

I(k) is the turbulence amplitude 
(similar to W(k))

Figure 23: Up: CR pressure (or energy density on right y axis) as function to
the SNR distance at three different times. Bottom: CR self-generated diffusion
coefficient (or wave amplitude on the right y axis).
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Cosmic Ray transport: a summary

CR transport is intimately linked to magnetic turbulence properties in the ISM
(still loosely constrained).

Two main turbulent components : Large-scale-injected turbulence / CR
self-generated turbulence. The former is likely more effective in CR transport at
energies above TeV while the latter one below.

Even if one average CR pressure is in equilibrium in the ISM, CR sources can
inject over pressure by factors 10-100. This injection is very dynamical but can
impede the local CR propagation through the streaming instability (for
instance).

Confinement time around sources (eg SNR) varies strongly depending on CR
energy (high energy are less confined) and local ISM medium properties
(neutrals tend to damp magnetic turbulence and induce less confinement).

45 / 83



Table of Contents

1 Preliminaries

2 Introduction

3 Cosmic Rays: Sources and transport in the interstellar medium
Non-thermal phenomena in galactic sources
Cosmic-Ray acceleration mechanisms
Cosmic-Ray transport theories in the interstellar medium

4 Cosmic-Ray feed back over star formation: large scales
Cosmic-ray-driven winds and the role of Streaming instability
Multi-fluid approaches to gas dynamics

5 Cosmic-Ray feed back over star formation: small/intermediate scales
Low/intermediate energy Cosmic Rays and interstellar medium dynamics

Cosmic Ray ionisation

Young stars as in-situ sources of Cosmic Rays

6 Perspectives & Conclusions

7 Back-up slides

46 / 83



Table of Contents

1 Preliminaries

2 Introduction

3 Cosmic Rays: Sources and transport in the interstellar medium
Non-thermal phenomena in galactic sources
Cosmic-Ray acceleration mechanisms
Cosmic-Ray transport theories in the interstellar medium

4 Cosmic-Ray feed back over star formation: large scales
Cosmic-ray-driven winds and the role of Streaming instability
Multi-fluid approaches to gas dynamics

5 Cosmic-Ray feed back over star formation: small/intermediate scales
Low/intermediate energy Cosmic Rays and interstellar medium dynamics

Cosmic Ray ionisation

Young stars as in-situ sources of Cosmic Rays

6 Perspectives & Conclusions

7 Back-up slides

47 / 83



Galactic winds : observations

Figure 24: Left: HST image of NGC 3079 (a) large-scale emission across 15× 5 kpc. (b) The 1× 1.2 kpc superbubble in Hα + [N II] emission.
(c) Close-up of the wind-swept, circumnuclear region, X-ray emission is in blue. Right: a kind of extreme object : the starburst galaxy M82 seen in Hα
(Magenta) [Veilleux 2005 ARAA 43 769]. M82 has a SN explosion rate one order of magnitude larger than our Milky Way.
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The origin of Cosmic Ray support

Figure 25: Fermi LAT 60-month image with energies above 1 GeV (credit Nasa).

All CR sources are in the galactic disc : CR pressure support to propel gas into the
halo : CR-driven winds.
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The advection side of the streaming instability

Important aspect: CR streaming is not only a matter of
diffusion but also imposes a relative speed between the gas
(magnetised thermal plasma) and CRs. In general, CRs are not
advected with the same speed as the gas. The collective CR
advection (or streaming) speed is [Skilling 1975 MNRAS 173
255]

Vst = Va × ν+ − ν−
ν+ + ν−

. (20)

Here ν± is the angular scattering frequency of CRs by waves
moving either forward (+) or backward (-) along the magnetic
field.

1 If CR scatter off large-scale-injected turbulence where
one can suppose that the turbulence is balanced, i.e.
ν+ = ν− then Vst = 0 and CRs have a mean speed equal
to the gas speed.

2 If CR scatter off self-generated turbulence one may
expect some degree of unbalancing and Vst 6= 0.

19
91
A&
A.
..
24
5.
..
79
B

Figure 26: Sketch of the CR driven wind model.
In the disc CR move at the same as the gas but as they
escape in the halo they trigger the Streaming instability
and drive waves moving outward. Momentum is given to
the gas as a wind [Breitschwerdt et al 1991 A&A 245
79].

Combined effects of gas, CR and wave (streaming) pressure gradients accelerate the
gas and produce a wind.
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Analytical solutions for Cosmic Ray driven winds

A long series of work have investigated CR-driven winds : Ipavich 1975 ApJ 196
107, Breitschwerdt et al 1991, Zirakashvili et al 1996 A&A 311 113, Recchia et al
2016 MNRAS 462 L88, Recchia et al 2017 MNRAS 470 865] : all are 1D (flux tube)
and stationary.

The model in short
1 Solves a system of magnetohydrodynamic MHD

Eqs including CR pressure (see next) + a kinetic
Eq for CRs (Fokker-Planck).

2 CR stream at a speed u + Va and diffuse along the
magnetic field with a diffusion coefficient given
by Eq. 15. Notice that the bi-fluid models (see
next) do not have the kinetic part.

Cosmic ray driven Galactic winds 4229

Figure 1. Flux-tube geometry for the magnetic field.

where ρ(z), u(z) and Pg(z) are the gas density, velocity and pressure
and B is the magnetic field in the wind, while Pc(z) is the CR
pressure and γ c is the adiabatic index of the CR gas. Notice that
γ c(z) is actually calculated locally (as a function of z) from the
distribution function f(p, z) that solves the CR transport equation.

We introduced the Alfvén velocity vA(z), while #(R0, z) is the
gravitational potential of the Galaxy (see Section 2.1). The fact
that the wave pressure does not appear in the equations reflects the
assumption of fast damping, which results in small wave pressure
compared to the gas and CR pressures.

The transport of CRs is described by the advection–diffusion
equation:

∇ · [D∇f ] − (u + vA) · ∇f + ∇ · (u + vA)
1
3

∂f

∂ ln p
+ Q = 0,

(7)

where f (r, p) and D(r, p) are the CR distribution function and
diffusion coefficient as functions of position r and momentum p.
The term Q represents injection of CRs in the Galaxy, which we
assume to be limited to the Galactic disc. The average diffusion
coefficient that appears in equation (5) is defined as:

D(r) =
∫ ∞

0 dp p2T (p)D(r, p)∇f∫ ∞
0 dp p2T (p)∇f

, (8)

and T(p) is the kinetic energy of particles with momentum p.
In the following we adopt the same geometry of the wind flow

as initially introduced by Breitschwerdt et al. (1991), and used
by many authors afterwards. The assumption is that the wind is
launched from a surface at distance z0 above (and below) the disc,
and that it retains a roughly cylindrical geometry out to a distance
Zs of the order of the radius of the disc. At larger distances the
flow opens into a spherical shape. The surface of the wind is then
assumed to be in the form (see Fig. 1):

A(z) = A0

[
1 +

(
z

Zs

)2
]

, (9)

which is only function of one spatial coordinate, z. This makes
the problem effectively one-dimensional as long as all quantities
are assumed to depend only on z. This simplifies the conservation
equations that can be easily shown to lead to the following expres-
sions (see Appendix B):

ρuA = const, (10)

AB = const, (11)

du

dz
= u

c2
∗

1
A

dA
dz

− d#
dz

u2 − c2
∗

, (12)

dPg

dz
= γg

Pg

ρ

dρ

dz
− (γg − 1)

vA

u

dPc

dz
(13)

dPc

dz
= γcPc

ρ

2u + vA

2(u + vA − D)
dρ

dz
, (14)

c2
∗ = γg

Pg

ρ
+ γc

Pc

ρ

[
1 − (γg − 1)

vA

u

] 2u + vA

2(u + vA − D)
, (15)

D =
d
dz

(
AD dPc

dz

)

A dPc
dz

. (16)

One can easily recognize the generalized sound speed c∗ introduced
by Breitschwerdt et al. (1991), where however two important dif-
ferences appear: first, the non-adiabatic heating induced by wave
damping, which has important implications for the wind launching.
Secondly, the effective velocity term D which accounts for the fi-
nite diffusivity of CRs. In the calculations of Breitschwerdt et al.
(1991), it was assumed that D = 0, although one can check a pos-
teriori that in general this assumption is not justified, in that there
are locations where such term is at least comparable with all others,
so that neglecting it leads to an incorrect solution of the problem.

The transport equation of CRs also gets simplified with the flux
geometry assumed above:

∂

∂z

[
A(z)D(z, p)

∂f (z, p)
∂z

]
−

[
A(z)U (z)

∂f (z, p)
∂z

]

+ d[A(z)U (z)]
dz

1
3

∂f (z, p)
∂ ln p

+ A(z)Q(z, p) = 0, (17)

where we introduced the advection velocity U(z) = u(z) + vA(z).
In general, the diffusion coefficient D(z, p) is assumed to be deter-
mined by the process of self-generation of Alfvén waves excited by
CRs through streaming instability, although we will consider situ-
ations in which we relax this assumption. Since the self-generated
perturbations in the magnetic field are relatively weak, one can still
use quasi-linear theory to write the diffusion coefficient as:

D(z, p) = 1
3

v(p)rL(z, p)
F

∣∣∣∣
kres=1/rL

, (18)

where F is the normalized energy density per unit logarithmic
wavenumber k, calculated at the resonant wavenumber kres =
1/rL(p). The local value of F is determined by the balance be-
tween the CR-driven growth of Alfvén waves and their damping. In
the region where the background gas is totally ionized, waves are
damped through NLLD at a rate Ptuskin & Zirakashvili (2003):

$D = (2ck)−3/2kvAF1/2. (19)

On the other hand the growth occurs at a rate that is given by Skilling
(1971):

$CR = 16π2

3
vA

FB2

[
p4v(p)

∣∣∣∣
∂f

∂z

∣∣∣∣
]

p=pres

. (20)

Equating $D = $CR and using equation (18) one obtains:

F (z, p) = 2ck

[
p4v(p)

∣∣ ∂f
∂z

∣∣ 16π2

3 rL(z, p)

B2(z)

]2/3

. (21)
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Figure 27: Sketch of the CR driven wind model using a flux tube
geometry [Recchia et al 2016 ibid].
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Some results

Cosmic ray-driven winds 869

Table 1. Components of the ISM and their properties in the vicinity of the
Sun (see Ferrière 2001).

Component Temperature Density Scaleheight
(K) (cm−3) (kpc)

Molecular 10–20 102–106 ∼0.1

Cold atomic 50–100 20–50 ∼0.1–0.4

Warm atomic 6000–10 000 0.2–0.5 ∼0.1–0.4

Warm ionized 8000 0.2–0.5 ∼ 1

Hot ionized ∼106 ∼ 0.006 >1

4 FI D U C I A L VA L U E S F O R TH E
E N V I RO N M E N TA L PA R A M E T E R S

The ISM is a rich environment in which several components, dis-
tinguished by the level of ionization and temperature, coexist and
interact: molecular and atomic neutral gas, warm and hot ionized
gas, interstellar magnetic field and CRs. In the cooler, denser re-
gions of the ISM, matter is primarily in molecular form and can
reach densities as high as 106 cm−3. On the other hand, in the dif-
fuse regions of the ISM, matter is mainly ionized and can reach
densities as low as 10−4 cm−3. In addition, the colder and denser
phases of the ISM are mainly confined in the Galactic and have
filling factor of order ∼1–5 per cent, much smaller than the dilute
hot gas filling factor, which is of order 30–70 per cent. A detailed
study of the gas components of the ISM has been carried out by
several authors (see e.g. Cox 2005; Wolfire et al. 2003), while a
comprehensive review of the present knowledge of the ISM can
be found in Ferrière (2001). In Table 1, we summarize the main
properties of the gas components of the ISM in the vicinity of the
Sun as reported by Ferrière (2001).

The Galactic magnetic field shows a rich structure in which at
least a component, which follows the spiral arms, and an out of com-
ponent can be found (see Jansson & Farrar 2012). The regular field
strength changes with the Galactocentric distance. An estimation
of the magnetic field strength in the vicinity of the Sun is reported
for instance in Jansson & Farrar (2012), which quote the value
∼1−2 µG for the component and ∼1 µG for the out of component.
Ferrière (2001) quote a value B# ∼ 1.5 µG, while Cox (2005) sug-
gest a value of ∼3−5 µG (which includes all field components).
Here, we are mainly interested in the out of component.

Recently, Miller & Bregman (2015) analysed the Oxygen ab-
sorption lines in quasar spectra and emission lines from blank-sky
regions, measured by XMM–Newton/EPIC-MOS, and inferred the
presence of a hot gaseous halo which could in fact be the result of
a Galactic wind. Constraints on the structure of the hot halo can be
found by fitting a radial model,

n(r) ≈ n0

( rc

r

)3β

, (21)

for the halo density distribution, from which the expected emission,
to compare with observations, is computed. Here r =

√
R2 + z2,

where R is the Galactocentric distance and z the distance from the
Galactic. The best-fitting parameters for the halo density given by
Miller & Bregman (2015) are β = 0.5 ± 0.3 and n0r

3β
c = 1.35 ±

0.24 cm−3 kpc3β . The authors also infer a nearly constant halo
temperature of ∼2 × 106 K and a sub-solar gas metallicity that
decreases with r, but that also must be !0.3 Z# to be consistent
with the pulsar dispersion measure towards the Large Magellanic
Cloud.

Table 2. Fiducial values for the wind input parame-
ters at the Sun position.

Parameter Fiducial range

Area-α 1.5–2.0

Area-Zb 5–15 kpc

Gas density 3–6 × 10−3 cm−3

Gas temperature 1–3 × 106 K

Regular B 1−2 µG

CR pressure 4 × 10−13 erg cm−3

This halo model implies a gas density of 3–6 × 10−3 cm−3 in the
vicinity of the Sun, a density scaling with z that reads n(z) ∼ z−1.5

and a halo mass of M(<50 kpc) = (3.8 ± 0.3) × 109 M# and
M(< 250 kpc) = (4.3 ± 0.8) × 1010 M#. Note that such halo mass
would account for " 50 per cent of the Milky Way missing baryons.

All these pieces of information allow us to define reasonable
fiducial values for the input parameters of our wind problem (see
Table 2 for a summary): we are interested in the hot dilute phase
of the ISM, for which we adopt a density 3–6 × 10−3 cm−3 and a
temperature 1–3 × 106 K, and in the out of regular magnetic field
for which we retain a field strength 1−2µG.

The pressure in the form of CR protons measured at Earth is
∼4 × 10−13 erg cm−3.

Finally, Breitschwerdt et al. (1991), Everett et al. (2008) and
Paper I assumed that the flux tube opens up spherically, namely
α = 2 in equation (16), while the results of Miller & Bregman (2015)
suggest α ∼ 1.5. As for the area length-scale Zb, Breitschwerdt et al.
(1991) and Paper I adopted the value 15 kpc, while Everett et al.
(2008) treated Zb as a fitting parameter and allowed it to vary around
∼5 kpc. Here, we consider α ∼ 1.5–2 and Zb ∼ 5–15 kpc.

5 D E P E N D E N C E O F T H E W I N D PRO P E RTI E S
O N T H E G A L AC T I C E N V I RO N M E N T

In this section, we present a purely hydrodynamical analysis of
Galactic winds, launched at the Sun position, focusing on how the
wind’s properties are affected when changing the environmental pa-
rameters within the range allowed by observations, as summarized
in Section4. In Section 5.3, we briefly discuss the role of radiative
cooling while we describe the implications for the CR spectrum in
such winds in Section 6.

The topology of the solutions of the hydrodynamic equations (1)–
(7) depends on the nature of the critical points of the wind equation
(3) (see Breitschwerdt et al. 1991, Paper I), i.e. of the points in
which the velocity derivative has zero numerator (c2

∗ = d#
dz

/ 1
A

dA
dz

)
and/or zero denominator (u2 = c2

∗). The point for which both the
numerator and the denominator vanish is the critical (sonic) point,
and it corresponds to the location where the flow velocity equals
the compound sound speed, i.e. u = c∗. The solution relevant for
our problem is the one with velocity that starts subsonic at the wind
base z0, increases with z, goes through the critical point where it
becomes supersonic and keeps increasing (wind acceleration). The
wind launching velocity u0 for this solution is found by imposing
crossing through the critical point. For launching velocities smaller
than u0, the flow remains subsonic everywhere and there is a point
in which the numerator of equation (3) vanishes. Such solutions
are called ‘breezes’. For launching velocities larger than u0 but still

MNRAS 470, 865–881 (2017)
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Figure 3. Reference case: (a) wind, Alfvén and compound sound speeds;
(b) gas density and temperature; (c) gas and CR pressures. The input parame-
ters are: z0 = 100 pc, n0 = 6 × 10−3 cm−3, T0 = 2 × 106 K, Pc0 = 4 × 10−13

erg cm−3, B0 = 1 µG, Zb = 15 kpc, α = 2.0 and the NFW–Sofue DM
profile.

Having defined a reference set of parameters, below we study the
dependence of the outflow properties on the input parameters at the
wind base. In Section 5.1, we focus on the effect of changes of the
gas density, gas temperature and CR pressure, while the analysis of
the dependence on the area parameters is reported in Section 5.2.

Table 3. Dependence of the wind properties on the gas density. The gas
temperature (2 × 106 K) and CR pressure (4 × 10−13 erg cm−3) are fixed.
ṁ is the mass-loss rate of the wind.

Gas density u0 zc uf ṁ

nR
0 = 6 × 10−3 4.7 × 10−4

(cm−3) (km s−1) (kpc) (km s−1) (M# kpc−2 yr−1)

0.2 39.7 18.9 595 2.5

0.5 10.7 30.9 428 1.7

1.0 3.1 40.6 403.7 1.0

3.0 0.8 72.2 296 0.73

6.0 0.3 96.5 269 0.53

Table 4. Dependence of the wind properties on the gas temperature. The gas
density (6 × 10−3 cm−3) and CR pressure (4 × 10−13 erg cm−3) are fixed.

Gas temperature u0 zc uf ṁ

T R
0 = 2 × 106 4.7 × 10−4

(K) (km s−1) (kpc) (km s−1) (M# kpc−2 yr−1)

0.5 3.09 34.3 419 0.98

1.0 3.1 40.6 403.7 1

2.0 6.9 104.9 243 2.2

3.0 17.5 367.6 152.4 5.6

4.0 182 13.32 263 58

5.0 280 7.8 441.3 89

6.0 362 4.8 573.5 116

Table 5. Dependence of the wind properties on the CR pressure. The gas
density (6 × 10−3 cm−3) and temperature (2 × 106 K) are fixed.

CR pressure u0 zc uf ṁ

P R
c0 = 4 × 10−13 4.7 × 10−4

(erg cm−3) (km s−1) (kpc) (km s−1) (M# kpc−2 yr−1)

0.2 0.72 64.1 339 0.2

0.5 1.84 51.2 351 0.6

1.0 3.1 40.6 403.7 1

2.0 8.6 36.9 376.5 2.8

3.0 14.5 32.6 394 4.6

4.0 21.8 29.2 415 7.0

5.0 30.7 26.2 439.6 9.8

6.0 41.1 23.6 573.5 13

5.1 Effect of the gas density and temperature and of the
cosmic ray pressure

In order to emphasize the dependence of the results on the input
parameters, here we also include in our analysis parameters’ values
that are not strictly compatible with observations at the position of
the Sun (discussed in Section 4).

In Tables 3–5, we report the launching velocity u0, the position of
the sonic point zc and the terminal velocity uf, for different values of
the gas density (Table 3), gas temperature (Table 4) and CR pressure
(Table 5), as compared with the reference case of Fig. 3 (indicated
by the superscript ‘R’).

Some basic considerations can be put forward based on purely
energetic grounds. Consider for instance what happens at fixed gas
density and CR pressure values as in Table 4: for temperatures
below ∼0.4 T R

0 , it is impossible to launch a wind simply because

MNRAS 470, 865–881 (2017)

D
ow
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Figure 28: Left: Fiducial model parameters. Right: Fiducial speeds profile, u is the wind speed [Recchia et al 2017 ibid].

CR driven models produce supersonic wind speed solutions. Set constrains on the
CR transport in the galaxy. Connect dark matter halos profiles to the fit of CR local
spectrum (see the paper for details).
Can this be tested using numerical simulations ? yes ...
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Physical context

Modeling cosmic rays in simulations of galaxies

Yohan Dubois (IAP)
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Figure 29: Simulations of outflows for Milky Way-like galaxies including gas, supernova explosion [Farçy et al 2022 MNRAS 513 5000].

Gas outflows are strong regulators of gas content in the disc and hence of star
formation (see S.Walch lecture). What is the role of CRs ?
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Multi (bi)-fluid magnetohydrodynamic model equations

Conservation laws for 
cosmic ray (ideal) magneto-hydrodynamics and non 

local thermodynamical equilibrium

mass

momentum

total energy

magnetic field

electron energy

(non LTE)

CR energy

Assume all CRs can be described by a single energy-momentum

(e.g. 1GeV) bin

bi-fluid (gas + CRs) Magnetohydrodynamic equations [eg Dubois et al 2019 A&A 631 A121] 

System Eqs : one fluid MHD + CR component treated as a fluid through an energy
Eq over eCR.
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Cosmic Ray energy Equation

∂t eCR+~∇.




eCR~u︸ ︷︷ ︸
advection

+ (eCR + PCR)~Vst
︸ ︷︷ ︸

streaming




= − PCR.~∇~u︸ ︷︷ ︸
work

− ~∇.~FCR︸ ︷︷ ︸
diffusion

+ Lst︸︷︷︸
gas streaming heating

+ Hacc︸ ︷︷ ︸
shock acceleration

+ Lloss︸ ︷︷ ︸
radiative losses

.

(21)

Complemented by an Eq for the CR flux:

~FCR = − ¯̄D︸︷︷︸
CR diffusion tensor

.~b
(
~b.~∇eCR

)
. (22)

Where ~b =
~B
B .

The streaming heating term is

Lst = −sgn(~b.~∇eCR)~ust.~∇PCR . (23)

More complex models exist : a second moment Eq over the CR flux FCR [Jiang &

Oh 2018 ApJ 854 5], Eqs for forward and backward Alfvén wave fluids [Thomas &
Pfrommer 2019 MNRAS 498 2977], several population of CRs (different energy
bins) [Girichidis et al 2020 MNRAS 491 993], including radiative transfer [Farçy et
al 2022 ibid] ...
Remind : CR streaming has three main effects 1) advection of CRs at a different
speed wrt to the gas 2) reduces the diffusion coefficient 3) induces gas heating.
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Simulations of galactic winds including Cosmic Rays

Without CRs (noCR) the wind
has several hundred km/s but
a low density (≤ 10−3 cm−3).

Diffusion is important to
produce fast and dense winds.

Adding CR pressure only (no
diffusion) : wind speed is
reduced (SN have more
difficulties to inject energy),
(not shown in the Fig. ).

Adding Streaming produces
stronger winds wrt to no CR
case (not shown in the Fig.).

G. Dashyan and Y. Dubois: CR feedback from SNe in dwarf galaxies

(a) Density (cm�3) (b) Vertical velocity (km s�1) (c) PCR + Pth (erg cm�3) (d) PCR/Pth

Fig. 1. Slices of the G9 galaxy, from left to right: gas density, gas vertical velocity, sum of thermal and CR pressures, and ratio of CR to thermal
pressure, seen edge-on at 250 Myr for the di↵erent simulations as indicated in the panels (one model per row). See Fig. 2 for the four remaining
runs. In the noCR case, a low density wind is generated with velocities of a few hundred km s�1; in the Advection model, the disc is pu↵ed up but
the wind is much weaker. When adding CR di↵usion, the wind is 10 times denser with velocities similar to noCR case. The sum of CR and thermal
pressures, PCR + Pth, increases by 2 orders of magnitude and mainly consists of CR pressure. With CR streaming, the morphology is similar to the
Advection case, but with a mild wind.

A123, page 7 of 19

no CRs

Isotropic diffusion case with D=3x1027 cm2/s

G. Dashyan and Y. Dubois: CR feedback from SNe in dwarf galaxies

(a) Density (cm�3) (b) Vertical velocity (km s�1) (c) PCR + Pth (erg cm�3) (d) PCR/Pth

Fig. 1. Slices of the G9 galaxy, from left to right: gas density, gas vertical velocity, sum of thermal and CR pressures, and ratio of CR to thermal
pressure, seen edge-on at 250 Myr for the di↵erent simulations as indicated in the panels (one model per row). See Fig. 2 for the four remaining
runs. In the noCR case, a low density wind is generated with velocities of a few hundred km s�1; in the Advection model, the disc is pu↵ed up but
the wind is much weaker. When adding CR di↵usion, the wind is 10 times denser with velocities similar to noCR case. The sum of CR and thermal
pressures, PCR + Pth, increases by 2 orders of magnitude and mainly consists of CR pressure. With CR streaming, the morphology is similar to the
Advection case, but with a mild wind.

A123, page 7 of 19

Figure 30: Star formation rate for a galaxy of mass 1011M� [Dashyan & Dubois 2020 A&A 638
A123] : a model without CR pressure support and a model with isotropic diffusion.
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Cosmic Ray feed back over star formation rate

see recent review by Ruszkowski & Pfrommer
ArXiv2306.03141.

Cosmic Rays regulate the SFR as a
negative feed back (a reduction of SFR)
because due to the coupling with the gas
via the streaming effect they produce
denser winds and hence extract more
material from the disc (a kind of
consensus between simulations).

The typical amplitude of the feed back
is a factor 2 in reduction.

But the effect is very sensitive to the CR
transport assumptions, amplitude of
diffusion, anisotropic character ...

Alternative models: suppress CRs around
sources→ reduces SFR [Semenov et al 2021
ApJ 910 126] - but still not consistent with
diffusion associated with Streaming (physics
below the grid size).

G. Dashyan and Y. Dubois: CR feedback from SNe in dwarf galaxies
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Fig. 5. Top panel: SFR as a function of time for the G9 galaxy with
and without CR injection, with di↵erent CR transport models. Bottom
panel: stellar mass as a function of time. Without CR injection (grey
thick line), the SFR is 2–3 times greater than with CR injection. The
simulation with advection of the CRs is where the SFR is the most
a↵ected because CR energy is trapped in the regions of star formation
and does not escape.

is allowed to escape high density regions and accelerate more
di↵use gas, that is accelerated at higher velocities than dense
gas. The isotropic di↵usion model and anisotropic di↵usion with
 = 3 ⇥ 1028�1 ⇥ 1029 cm2 s�1 are the most e�cient at driving
winds: more that 10 times more gas is driven out of the 2 kpc and
10 kpc planes compared to the noCR case. The mass-averaged
outflow velocity is less a↵ected by the injection of CRs: it is
increased at most by a factor of 2 for the highest di↵usion coef-
ficient, and for the lowest di↵usion coe�cient, it is even lower
than in the noCR model. In the Isodi↵ run, the amount of CR
di↵usion is expected to be equivalent to the anisotropic di↵u-
sion run with  = 1028 cm2 s�1 for a randomly oriented magnetic
field. However, the wind mass loading is stronger in the Isodi↵
run, indicating that field lines in the disc are, indeed, preferen-
tially within the plane of the galaxy suppressing the e↵ective
vertical di↵usion of CRs (see Sect. 3.5). The wind after 250 Myr
is ⇠5 times denser with CR injection and di↵usion with high
di↵usion coe�cients than without CR injection.

Figure 8 shows edge-on slices of the ratio of the gradient
of the thermal (panels a) and CR (panels b) pressures over the
vertical gravitational force in the di↵erent runs. A positive (red)
ratio corresponds to a pressure gradient that pushes outwards. In
the absence of CR injection or transport (noCR and Advection),
the pressure above and below the mid-plane is dominated by the
thermal pressure gradient, which is maximal in shocked regions.
When including CR transport, the gradient of the CR pressure is
much higher than that of the thermal pressure, and the gradient of
the thermal pressure is lower than without CR transport because
less shocks form (see Appendix A): the reason is that above and
below the plane, the pressure is dominated by CR pressure (as
shown in Fig. 1), of which the distribution is very smooth thanks
to the transport of CR energy. One sees that with anisotropic dif-

Fig. 6. Mass-weighted probability density function of the gas den-
sity within a disc of 4 kpc height and 10 kpc radius, centered on the
G9 galaxy, for the di↵erent runs, at t = 100 Myr (top panel) and
t = 250 Myr (bottom panel) throughout the simulations as indicated.
The vertical black dashed line shows the density threshold for star for-
mation. Because it adds an additional pressure support against gravity
that cools less e�ciently than thermal pressure, CR injection reduces
the high-density tail of the probability density function and increases
the low-density tail.

fusion, unlike with isotropic di↵usion, the gradient of the thermal
pressure is slightly higher in the wind, which stems from the fact
that with anisotropic di↵usion, CR transport is suppressed in the
directions perpendicular to the magnetic field: this slightly miti-
gates the smoothness of the total pressure, and therefore shocks
are more frequent. The ratio of the thermal pressure gradient to
gravity exceeds unity only within shocks whereas the CR pres-
sure gradient in the wind becomes uniformly greater (2 to 10
times) than the gravitational pull for  � 3 ⇥ 1028 cm2 s�1, and
increases with the increasing value of the di↵usion coe�cient.
Our results agree with that of Girichidis et al. (2018) (see also
Simpson et al. 2016), where it is found that, when including CR
di↵usion, above ⇠1 kpc away from the mid-plane, CRs provide
the dominant gas acceleration mechanism. Gradients of CR pres-
sure in the wind are higher for larger di↵usion coe�cient as more
CR energy is allowed to escape the disc without hadronic and
Coulomb losses as will be discussed in Sect. 3.4. The Streaming
boost case shows a moderate amount of CR gradient of pressure
in the wind, lower than that of the lowest anisotropic run studied,
 = 3 ⇥ 1027 cm2 s�1, though, even in that case, the CR gradient
of pressure overwhelms that of thermal pressure.

Figure 9 shows the temperature-density phase diagrams in
the outflowing gas after 250 Myr for a representative subset of
simulations (noCR, Isodi↵,  = 3 ⇥ 1028 cm2 s�1 and Stream-
ing boost). We use a lower threshold of 10 km s�1 to detect the
outflowing gas, selected only above 2 kpc from the disc plane.
Without CR injection, the densest (10�4�10�3 cm�3) compo-
nent of the outflowing gas has temperatures of 105�105.5 K.
When including CR injection with transport, that component is
colder (104 K) and denser (10�4�10�2 cm�3), in agreement with
recent work from Girichidis et al. (2018) who simulated detailed
slabs of the ISM. Interestingly, the temperature of the wind in

A123, page 11 of 19

Figure 31: up: Star formation rate for a galaxy of mass 1011M� [Dashyan &
Dubois 2020 ibid] : different models are : no CR only SN feed back, advection (no
streaming Vst = 0), isodiff = isotropic diffusion (no streaming), streaming boost
Vst = fVa , f=4 here. Blue lines : anisotropic diffusion D⊥ = 0.01D‖ . Bottom:

stellar mass as a function of time.
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Constrains from gamma-ray luminosity

Simulations are now going towards
including refined ISM models: including
different phases + in some cases radiative
transfer [Farçy et al 2022 ibid] ...

Once the gas distribution is set, and CR
energy density is known in the
Galaxy-box (simulation box), the
gamma-ray emission due to p-p
interaction and hence neutral pion decay
can be calculated

Lγ =

∫
d3~r ng(~r)eCR(~r)︸ ︷︷ ︸
gas x CR density

4π
∫

dEγqγEγ︸ ︷︷ ︸
Gamma-ray emissivity

.

(24)

Comparison of different works yield to
very different results (see Fig.), why ?
more likely the ISM physics (cooling ...).

P17: Pfrommer+17 (Arepo w/ smooth ISM) W21: 
Werhahn+21 (Arepo w/ smooth ISM) C19: Chan+19 
(FIRE2 physics)

Nunez-Castiñeyra et al

Figure 32: Different 1-10 GeV integrated luminosity issued from different
numerical models compared to the Gamma-Ray-Star-Forming-Rate correlation at
different galaxy SFR [Nunez-Castieyra et al 2023 sub arXiv:2205.08163].
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H2 ionisation rate density column relation

The derivation of the molecular
Hydrogen ionisation rate in different
environments (diffuse clouds to dense
cores) show 1) a trend of a decreasing
ζ with NH2 , 2) Ionization rates higher
than the minimum local value [Spitzer
& Tomasko] and the one obtained
from the local CR spectrum as
measured by Voyager probes.

How to explain such discrepancy ?
the low-energy CR (LE-CR) does
seem to be highly intermittent, likely
because LE-CR sources are
intermittently localised in space and
time in the ISM.

ESTIMATES OF  COMPARING MODELS AND OBSERVATIONSζ

PM+ (2022)
PM+ (2023)

M. Padovani et al.: Cosmic rays in molecular clouds probed by H2 rovibrational lines

Fig. 2. Energy loss function for electrons colliding with H2 including the contribution of synchrotron losses (solid black line). Coloured lines show
the different components, and the following references refer to the papers from which the relative cross sections have been adopted: momentum
transfer (‘m.t.’, solid blue; Pinto & Galli 2008); the rotational transition J = 0 ! 2 (solid green line; England et al. 1988); vibrational transitions
v = 0 ! 1 (solid red line; Yoon et al. 2008) and v = 0 ! 2 (dashed red line; Janev et al. 2003); electronic transitions summed over all the triplet
and singlet states (solid orange and magenta lines, respectively; Scarlett et al. 2021a); ionisation (solid cyan line; Kim et al. 2000); bremsstrahlung
(solid grey line; Blumenthal & Gould 1970; Padovani et al. 2018b); and synchrotron (solid yellow line; Schlickeiser 2002; Padovani et al. 2018b).
Dash-dotted brown lines show the Coulomb losses at 10 K for ionisation fractions, xe, equal to 10�7 and 10�8 (Swartz et al. 1971).

factor of ' 3 larger between 0.05 and 0.1 eV due to the different
assumption on temperature and ortho-to-para ratio, and is up to
20 times larger in the range 7�12 eV, mainly due to the updated
X 1⌃+g ! b 3⌃+u excitation cross section. For our purposes, the
latter difference is especially important for the derivation of the
spectrum of secondaries below the H2 ionisation threshold.

2.3. Spectrum of secondary electrons

We extend the solution of the balance equation, Eq. (27) in Ivlev
et al. (2021), down to 0.5 eV to compute the secondary electron
spectrum at various H2 column densities. We also checked the
effect of a change in the composition of the medium, including
a fraction of He equal to '20% (see Table A.1 in Padovani et al.
2018b). However, the additional contribution to the spectrum of
secondaries is on average smaller than 3% and we therefore dis-
regard it. For completeness, in Appendix A, we show the energy
loss function for electrons colliding with He atoms and the cross
sections adopted for its derivation.

For the calculation of the secondary electron spectrum, we
assumed the analytic form for the interstellar CR spectrum from
Padovani et al. (2018b),

jISk (E) = C
E↵

(E + E0)�
eV�1 s�1 cm�2 sr�1 , (2)

where k = e, p. The adopted values of the parameters C, E0, ↵,
and � are listed in Table 2. For protons we assume two possi-
ble low-energy spectral shapes: one, with ↵ = 0.1, reproduces
the most recent Voyager 1 and 2 data (Cummings et al. 2016;
Stone et al. 2019), labelled as ‘low’ spectrum L ; the other, with
↵ = �0.8, better reproduces the average trend of the CR ioni-
sation rate estimated from observations in diffuse clouds (Shaw
et al. 2008; Indriolo & McCall 2012; Neufeld & Wolfire 2017,
see also Appendix C) and it is labelled as ‘high’ spectrum H .
For the sake of clarity, in this section we consider only these two

Table 2. Parameters of the interstellar CR electron and proton spectra,
Eq. (2).

Species k C E0 [MeV] ↵ � � ↵
e 2.1⇥ 1018 710 �1.3 3.2
p (model L ) 2.4⇥ 1015 650 0.1 2.7
p (model H ) 2.4⇥ 1015 650 �0.8 2.7

Notes. E is in units of MeV and C is in units of eV�1 s�1 cm�2 sr�1.

values of ↵ for protons, but in the following sections we allow
for the whole range of ↵ values, from �1.2 to 0.1 (see left panel
of Fig. 3). As we show in the following sections, most of the
parameter space is dominated by the ionisation of CR protons
and by the excitation due to secondary electrons. For this reason,
we consider a single parameterisation for primary CR electrons
(see right panel of Fig. 3).

In this work we are interested in the H2 column densi-
ties typical of molecular cloud cores (NH2 . 1023 cm�2), so
we first needed to determine how the spectrum of interstellar
CRs is attenuated as it propagates within a molecular cloud. In
this column density regime, it holds the so-called continuous
slowing-down approximation, according to which a CR propa-
gates along a magnetic field line and, each time it collides with
an H2 molecule, loses a negligible amount of energy compared
to its initial energy. Thus, we assume a free-streaming regime
of propagation of CRs (Padovani et al. 2009), neglecting their
possible resonance scattering off small-scale turbulent fluctua-
tions, which then may lead to diffusive propagation. Therefore,
the spectrum of CR particles of species k propagated at a column
density NH2 , jk(E,NH2 ), can be expressed as a function of the
interstellar CR spectrum at the nominal column density NH2 = 0,
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Fig. 2. Energy loss function for electrons colliding with H2 including the contribution of synchrotron losses (solid black line). Coloured lines show
the different components, and the following references refer to the papers from which the relative cross sections have been adopted: momentum
transfer (‘m.t.’, solid blue; Pinto & Galli 2008); the rotational transition J = 0 ! 2 (solid green line; England et al. 1988); vibrational transitions
v = 0 ! 1 (solid red line; Yoon et al. 2008) and v = 0 ! 2 (dashed red line; Janev et al. 2003); electronic transitions summed over all the triplet
and singlet states (solid orange and magenta lines, respectively; Scarlett et al. 2021a); ionisation (solid cyan line; Kim et al. 2000); bremsstrahlung
(solid grey line; Blumenthal & Gould 1970; Padovani et al. 2018b); and synchrotron (solid yellow line; Schlickeiser 2002; Padovani et al. 2018b).
Dash-dotted brown lines show the Coulomb losses at 10 K for ionisation fractions, xe, equal to 10�7 and 10�8 (Swartz et al. 1971).

factor of ' 3 larger between 0.05 and 0.1 eV due to the different
assumption on temperature and ortho-to-para ratio, and is up to
20 times larger in the range 7�12 eV, mainly due to the updated
X 1⌃+g ! b 3⌃+u excitation cross section. For our purposes, the
latter difference is especially important for the derivation of the
spectrum of secondaries below the H2 ionisation threshold.

2.3. Spectrum of secondary electrons

We extend the solution of the balance equation, Eq. (27) in Ivlev
et al. (2021), down to 0.5 eV to compute the secondary electron
spectrum at various H2 column densities. We also checked the
effect of a change in the composition of the medium, including
a fraction of He equal to '20% (see Table A.1 in Padovani et al.
2018b). However, the additional contribution to the spectrum of
secondaries is on average smaller than 3% and we therefore dis-
regard it. For completeness, in Appendix A, we show the energy
loss function for electrons colliding with He atoms and the cross
sections adopted for its derivation.

For the calculation of the secondary electron spectrum, we
assumed the analytic form for the interstellar CR spectrum from
Padovani et al. (2018b),

jISk (E) = C
E↵

(E + E0)�
eV�1 s�1 cm�2 sr�1 , (2)

where k = e, p. The adopted values of the parameters C, E0, ↵,
and � are listed in Table 2. For protons we assume two possi-
ble low-energy spectral shapes: one, with ↵ = 0.1, reproduces
the most recent Voyager 1 and 2 data (Cummings et al. 2016;
Stone et al. 2019), labelled as ‘low’ spectrum L ; the other, with
↵ = �0.8, better reproduces the average trend of the CR ioni-
sation rate estimated from observations in diffuse clouds (Shaw
et al. 2008; Indriolo & McCall 2012; Neufeld & Wolfire 2017,
see also Appendix C) and it is labelled as ‘high’ spectrum H .
For the sake of clarity, in this section we consider only these two

Table 2. Parameters of the interstellar CR electron and proton spectra,
Eq. (2).

Species k C E0 [MeV] ↵ � � ↵
e 2.1⇥ 1018 710 �1.3 3.2
p (model L ) 2.4⇥ 1015 650 0.1 2.7
p (model H ) 2.4⇥ 1015 650 �0.8 2.7

Notes. E is in units of MeV and C is in units of eV�1 s�1 cm�2 sr�1.

values of ↵ for protons, but in the following sections we allow
for the whole range of ↵ values, from �1.2 to 0.1 (see left panel
of Fig. 3). As we show in the following sections, most of the
parameter space is dominated by the ionisation of CR protons
and by the excitation due to secondary electrons. For this reason,
we consider a single parameterisation for primary CR electrons
(see right panel of Fig. 3).

In this work we are interested in the H2 column densi-
ties typical of molecular cloud cores (NH2 . 1023 cm�2), so
we first needed to determine how the spectrum of interstellar
CRs is attenuated as it propagates within a molecular cloud. In
this column density regime, it holds the so-called continuous
slowing-down approximation, according to which a CR propa-
gates along a magnetic field line and, each time it collides with
an H2 molecule, loses a negligible amount of energy compared
to its initial energy. Thus, we assume a free-streaming regime
of propagation of CRs (Padovani et al. 2009), neglecting their
possible resonance scattering off small-scale turbulent fluctua-
tions, which then may lead to diffusive propagation. Therefore,
the spectrum of CR particles of species k propagated at a column
density NH2 , jk(E,NH2 ), can be expressed as a function of the
interstellar CR spectrum at the nominal column density NH2 = 0,
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so-called Spitzer value

Figure 33: H2 ionisation rate as function of the column density [Padovani et al
2022 A&A 658 A189]. See the article for the references. Three models are plot :
α = −1.2 andH fit the diffuse cloud ionisation rates whileL corresponds to
Voyager data. Dashed line the lower limit derived by [Spitzer & Tomasko 1968 ApJ
152 971.]
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Ionisation rates in active star forming regions

ESTIMATES OF  COMPARING MODELS AND OBSERVATIONSζ

Values of  above the 
 model cannot be 

explained by GCRs

ζ
α = − 1.2

an additional local 
CR source is needed

Figure 34: H2 ionisation rate as function of the column density including data points from star forming regions. Triangles : data from the galactic
centre region [Sabatini et al 2023 ApJ 947 L18].

In star forming regions, or close to known CR sources (eg SNR W28) ionisation rates
are above ζ = 10−14 s−1 !
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H2 ionisation rate density column relation : Low energy Cosmic Ray
contribution scenarii

We will below review several ways to contribute to ionisation rate enhancements.

In-situ sources of CRS at intermediate and molecular cloud sizes: HII regions
[Padovani et al 2019 A&A 630 A72], Molecular cloud [Gaches et al 2021 ApJ
917 L39], SNR [Vaupré et al 2014 A&A 568 A50].

Accelerate CRs in sources and hence transport in the ISM: SNR scenario
[Jacobs et al 2022 JCAP 05 024, Phan et al 2023 PRD 107 3006], Sagittarus A∗

[Ravilkularaman in prep], Massive star clusters ....

Young stars as in-situ sources of CRs [Padovani et al 2016 A&A 590 A8].
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Low-energy Cosmic Ray intermittency : nearby source transport

Figure 3. CR spectra at a distance of 50 pc from the supernova with initial spectral index ↵ = 4.2.
The upper panels show the intensity J and the lower ones the diffusion coefficient D, both as a function
of kinetic energy E. Dashed lines mark the test-particle solution and solid ones the non-linear results.
Both for the WIM (left) and the WNM (right) the spectra are flattened compared to the test-particle
result below a few GeV, similar to the observations by Voyager 1 shown as black dots for reference.

Inside the SNR the phase space density f of particles slightly decreases towards the inner
boundary, since particles get advected outwards. The large Alfvén speed in the WNM leads
to a stronger depletion of particles from the centre of the SNR compared to the WIM case,
causing a positive gradient in phase space density inside the SNR. Strictly speaking, this
would result in backwards propagating waves, but we estimate the dynamical impact of this
to be limited and have therefore neglected those. We can see that the resulting suppression
of the diffusion coefficient is around two orders of magnitude at 100 kyr and decreases to one
order of magnitude around 400 kyr. At this point, the gradient in particle energy density has
propagated to the free escape boundary. Since the velocity at which this happens is faster
than the Alfvén speed, especially at later times, particles are not self-confined anymore. This
increases the gradient as particles escape and also leads to a suppression of the diffusion
coefficient at the boundary similar to the case of WIM. Here, we note again that the sharp
transition from 1D to 3D leads to an overestimation of the increase in gradient and therefore,
streaming instability compared to a more realistic transition (see also discussions in [36]).
Since the Alfvén speed in the WNM is essentially larger than that in the WIM, the growth
rate of turbulence is more strongly overestimated leading to the stronger suppression of the
diffusion coefficient at the boundary as compared to the WIM.

– 12 –

Figure 35: Up: CR propagated spectrum at a distance of 50 pc at different time after escaping the SNR [Jacobs et al 2022 ibid]. Voyager data are
displayed in dots. The test-particle solution (propagation is background turbulence) is in dashed lines. The non-linear solution including self-generated
turbulence is in continuous line. Down: Diffusion coefficient as function of time and energy. Solid black line: the standard diffusion coefficient as
deduced from B/C ratios.

Source injection induces strong CR intermittency at low energies.
65 / 83



Cosmic Ray acceleration in HII regions (pc to tens of pc scales)

F. Meng et al.: Non-thermal emission in the envelope of Sgr B2

Fig. 4. Spectral index (↵, panel a) and its uncertainty, (panel b) throughout the whole Sgr B2 region. The regions marked in both panels correspond
to those regions also labeled in Fig. 1. See Sect. 3.2 for details in the calculation of the spectral index.

Fig. 5. Spectral index of DS. Six spots are taken as examples to show the fitting of SED and the fit spectral index (↵). The contours are where the
flux density at 4 GHz is 10 mJ beam�1. The angular resolution is 400 ⇥ 400, and the beam is shown in the lower left corner.

methods are extrapolating high-frequency emission and fitting
the SED with fixed spectral indices.

4.1.1. Extrapolating high-frequency emission

Thermal emission at radio wavelengths is characterized by a
relation in which the intensity increases with or is independent
of the frequency. On the contrary, the non-thermal emission is
characterized by the intensity decreasing with frequency. This
suggests that the emission at higher frequencies (correspond-
ing to 11.2 GHz in our dataset) is likely to be dominated by
the thermal component, while the emission at lower frequencies
(corresponding to 4 GHz) is dominated by the non-thermal com-
ponent. In our first approach, we assume that the emission at
the highest frequency in our data is dominated by pure thermal
(free–free) emission.

The total flux of DS at 11.2 GHz is 0.5 Jy within a diame-
ter of ⇠3600, corresponding to a brightness temperature of 14 K.
For a typical HII region temperature of 5⇥ 103–104 K, the opti-
cal depth ⌧ ranges from 1.4⇥ 10�3 to 2.8⇥ 10�3. Therefore, the
free–free emission of DS is optically thin. We use the typical
spectral index ↵ = �0.1 of optically thin free–free emission to
extrapolate the 11.2 GHz flux density to 4 GHz. The extrapolated
thermal component is subtracted from the observed flux density
at 4 GHz to get a pure non-thermal component. In Fig. 6 we show
the derived thermal and non-thermal components at 4 GHz. The
non-thermal emission appears more widespread, while the ther-
mal component appears concentrated in different clumps located
along the edge of the bubble. As expected, the HII region AA
has strong thermal emission, while at 4 GHz, the contribution
from the non-thermal component drops below the RMS level.
Only in the southeastern region, connecting source AA with the
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Table 1. Results of the �2 minimisation for the five positions observed in Sgr B2(DS), see Fig. 5 in Meng et al. (2019).

Position U n B h(S ⌫,obs � S ⌫,mod)/S ⌫,obsi ↵mod ↵obs
[km s�1] [104 cm�3] [mG] [%]

a 44+0.3
�0.4 3.50+0.05

�0.10 1.44+0.11
�0.11 4.0 �0.76 �0.76 ± 0.12

b 45+0.2
�0.2 4.55+0.03

�0.03 0.957+0.031
�0.028 1.1 �0.58 �0.61 ± 0.09

c 34+0.2
�0.2 5.92+0.48

�0.54 3.26+0.10
�0.09 8.3 �1.01 �1.24 ± 0.23

d 45+0.6
�0.3 4.17+0.10

�0.06 0.574+0.026
�0.031 6.0 �0.50 �0.38 ± 0.13

e 43+1.0
�1.1 2.47+0.19

�0.19 0.864+0.015
�0.010 2.9 �0.57 �0.58 ± 0.21

Notes. Flow velocity in the shock reference frame, volume density, and magnetic field strength (Cols. 2–4), average di↵erence in percent between
the observed and the modelled flux density (S ⌫,mod and S ⌫,obs; Col. 5), and modelled and observed spectral indexes (↵mod and ↵obs; Cols. 6 and 7).

Fig. 5. Observed flux densities (magenta squares) and their best fits (dashed black lines) for five positions in DS as function of frequency
(panels a–e; see Fig. 5 in Meng et al. 2019). Solid black lines show the model results (see Table 1 for a complete overview of the model parameters).
Each subplot also displays the modelled and observed spectral indexes, ↵mod and ↵obs, respectively.

and non-thermal emission in the “deep south” region, hereafter
Sgr B2(DS). This is possibly due to an expanding H ii region. This
region has the shape of a shell with inner and outer radius Rin '
0.36 pc and Rout ' 0.72 pc, respectively, to which corresponds an
average size of the emitting region L = (⇡/2)Rout(1� R2

in/R
2
out) =

0.85 pc. Within this framework we applied the model described
in Sect. 2 in order to explain the origin of the synchrotron emis-
sion. We assumed a parallel shock, a temperature of 8 ⇥ 103 K
(Mehringer et al. 1993; Meng et al. 2019), and the same beam
size and frequency range of VLA observations, namely ✓b = 400

and ⌫ = 4�12 GHz, respectively. We also assumed eP = 5% to
explain the non-thermal flux densities observed in DS.

For each of the five positions where a negative spectral index
was computed from observations (see Fig. 5 in Meng et al.
2019), we compiled a library of models varying flow velocities in
the shock reference frame, densities, and magnetic field strengths
in the range 20U/(km s�1) 100, 103  n/cm�3  105, and
0.1 B/mG 10, respectively. We note that the velocity range
considered is in agreement with what was obtained by sim-
ulations of cometary H ii regions of O and B stars driving
strong stellar winds (Steggles et al. 2017). We performed a �2

test identifying the best U, n, and B values that reproduce the
observed flux densities. At first we considered the Bohm dif-
fusion regime (ku = 1) then, using the values of U, n, and B
from the�2 test, we recomputed the upstream di↵usion coe�cient
following Pelletier et al. (2006)

ku = 4 ⇥ 10�4U�1
2 n�0.5

6 B�5eP�1, (32)

and repeated the procedure till ku converges. We found ku to be
of the order of ten for all five positions, which indicates a regime
of non-Bohm di↵usion.

The results of the �2 minimisation are shown in Table 1,
where the 1� errors on U, n, and B were estimated using the
method of Lampton et al. (1976). The observed flux densities fall
in the range 1�40 mJy and they were reproduced by our model
with an average accuracy of 5% for magnetic field strengths
spanning between about 0.6 and 3 mG, densities between about 3
and 6⇥104 cm�3, and shock velocities between 35 and 45 km s�1

(see Fig. 5). We noticed that our model allowed us to discard
velocities lower than about 35 km s�1, which cannot explain the
observed flux densities since tacc / U�2 and the particle accel-
eration process becomes rapidly ine�cient for decreasing veloc-
ities (see Sect. 3.2). It is remarkable that the modelled spectral
indexes, ↵mod, which are obtained as a by-product of the �2 min-
imisation, are also within the error bars of the observed spectral
indexes ↵obs (see Table 1). It is interesting to note that in Meng
et al. (2019), we applied the model to explain the non-thermal
emission in the whole Sgr B2(DS) region with an average accu-
racy lower than 20%. We obtained the distributions of veloci-
ties, densities, and magnetic field strengths, which give infor-
mation on the dynamics of DS. In fact, we found low veloci-
ties (33  U/(km s�1)  40) towards north, where density and
magnetic field strength are higher, and velocities in the range
40�50 km s�1 in the transverse east-west direction, where den-
sity and magnetic field strength are lower, as if the H ii region
were expanding towards the direction of minimum resistance
(see Meng et al. 2019 for details).

Sgr B2(DS) is a special case where non-thermal emission is
found all along the ionised bubble, especially in the inner part,
which is expected to be closer to the shock and namely to the par-
ticle acceleration site. As a result, the application of the model is
more straightforward with respect to H ii regions, such as those
associated with IRAS 17160�3707 (Nandakumar et al. 2016)

A72, page 8 of 10
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Figure 36: Up: data from Sgr B2(DS) region using the VLA (4-8 GHz band) [Meng et al 2019 A&A 630 A76]. Down: shock model fitting
[Padovani et al 2019 ibid].

HII ionisation fronts are associated with shocks which can inject some non-thermal
particles (above electrons radiating synchrotron). Local source of non-thermal
component hence ionisation (calculation still to be done).
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Cosmic Ray acceleration in molecular clouds (pc to subpc scales)

Tangled gas motions due to
(supersonic, superAlfvnic) turbulence
in molecular clouds can drive change
of magnetic field topology at small
scales (ion Larmor radii)→ magnetic
reconnection.

mechanism. At a given length scale, ℓ, the turbulent line width
is given by the line width–size relation (Larson 1981; McKee
& Ostriker 2007; Heyer & Dame 2015)

⎛⎝ ⎞⎠( ) ( )ℓ
ℓ
L

20s s»
b

where we use β= 0.5. The density of the gas is calculated by
assuming the gas can be prescribed by the virial parameter, αV,
defined by
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GM
5

3V

2
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s
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where G is the gravitational constant. The density is thus
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Finally, the magnetic field is calculated using the empirical fit
from Crutcher & Kemball (2019)
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where n= ρ/(2.33×mH) is the number density, B0= 10 μG,
n0= 300 cm−3, and κ= 0.65.

The energy within the MHD turbulence cascade depends on
the Alfvén Mach number, ( )ℓ vA As= where vA is the
Alfvén speed, va

B

4
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pr
. In the ideal MHD case, the

dissipation rate of the specific energy per unit mass is given
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The dissipation rate of energy per unit volume is then ε= ρò. A
fraction of this energy, fCR, goes into CR acceleration, such that

( )f , 7CR CRe e=

where we take fCR= 0.01 as an estimated lower limit of the
acceleration efficiency. We assume particles are accelerated
within the turbulent reconnection regions via a first-order Fermi
process (de Gouveia dal Pino & Lazarian 2005). Following
Khiali et al. (2015), the CRs are isotropically injected with an
exponentially suppressed power law

( ) ( )Q E Q E e 80
E

E0= g- -

where we take γ= 2 and E0= 10 GeV.7 Increasing E0

negligibly impacts our main results, due to the weak
dependence of the CRIR on super-GeV CRs. Further, changing
γ between 2 and 3/2 produces no qualitative changes in the
results, nor quantitative variations over an order of magnitude.
The normalization factor, Q0, is calculated by assuming

( ) ( )dV Q E dE 9
E

E

CR
min

max

ò òe =

where E 13.6 eVmin = and E 100 GeVmax = . These bounds
have a minor impact on the overall results of the work.
Determining the injection and maximum energies requires
particle-in-cell calculations of the CR acceleration and injection
within molecular cloud reconnection zones. However, even if
energy losses are ignored, the necessary acceleration timescale
from E eBv tmax A

2 d= to accelerate protons up to 100 GeV
exceeds molecular cloud lifetimes for much of the parameter
space.
The CR proton spectrum from the reconnection zones is a

balance of injection and energy losses. The steady-state energy-
loss solution (Longair 2011) for the number density of protons
within the reconnection region, ( )Ep , is

( ) ( ) ( )E
dE
dt

Q E dE 10p
E

E1 max

ò=
-



where dE
dt

is calculated using a prescribed loss function, ( )E

( ) ( ) ( )dE
dt

nv E E 11s
2

CR= 

and s is the sonic Mach number, ( )l cs ss= ,
c k T ms b Hm= , μ is the mean molecular weight, T= 10 K,
and vCR(E) is the relativistic velocity of the CR. We utilize the
loss function given in Padovani et al. (2009).
Turbulent reconnection is an essential part of the turbulent

cascade (Lazarian & Vishniac 1999) and a volume-filling
process. This induces CR acceleration and we model the
resulting CR number density accelerated by turbulent recon-
nection at length scale ℓ by assuming the CRs diffuse from the
reconnection zones and undergo energy losses. We assume an

Figure 1. Basic schematic of the proposed mechanism. Top left: we assume a
power-law power spectrum related to a line width–size relation. Top right: the
turbulence driven at scale, ℓ, corresponds to an average density and magnetic
field “seen” by the turbulence. Bottom right: Within the turbulence there are
reconnection regions of width Δ (Equation (18)). Here, protons bounce
between the reconnection fronts. Bottom left: the resulting acceleration, via the
Fermi mechanism, results in a power-law energy distribution.

7 This limit was determined by examining the energy-loss and acceleration
timescales.
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Cloud turbulence =>

magnetic reconnection at small scales =>

Particle acceleration (Fermi I-like) =>

Injection of non-thermal particles in the cloud.

Turbulent reconnection

Figure 37: Sketch of the turbulent acceleration model by Gaches et al
2021 ibid. Sketch of the turbulent magnetic reconnection model [Lazarian &
Vishniac 1999 ApJ 517 700, Lazarian et al 2013
Phil.Trans.R.Soc.A373:20140144.]

Energetic particles (either CRs or locally
injected) can get accelerated as for a shock by
multiple crossings of the reconnection zone.

A non-thermal distribution with N(E) ∝ E−2

(here chosen but can be harder [see Drury
2012 MNRAS 422 2474]) which is a strong
source of ionisation.

model and “Kolmogorov turbulence” model, for which the
turbulence strength is not increased, the produced CRIR is
increased due to the enhanced turbulent power throughout the
driving scales.

Our “strong turbulence” model represents regions of
significant driving, such as in regions of enhanced star
formation feedback (e.g., Offner & Liu 2018) (e.g., nearby
protostar jets, high-mass stars, and supernovae) or in the

Galactic Center (Kauffmann et al. 2017). Due to the strength of
the turbulence, there is a significantly enhanced CRIR
produced, far exceeding that observed in solar neighborhood
clouds. However, CRIRs on the order of 10−14 s−1 are
observed through H3

+ absorption toward the Galactic Center
(Indriolo et al. 2015).
Most of the clouds in the Milky Way are not entirely

virialized, and exhibit virial parameters greater than 1 (Heyer &
Dame 2015). Therefore, our model predicts that within these
clouds, reconnection within the MHD turbulence produces
enough MeV–GeV protons to sustain CRIRs, ζ> 10−16 s−1.
This mechanism directly correlates the CRIR and the

properties of the MHD turbulence within molecular clouds,
along with the transport physics of low-energy CRs. Therefore,
it may be possible to verify this mechanism with cospatial

Figure 2. Left: steady-state solution for the flux, jp(E) as a function of energy for different values of ℓ. Right: transported cosmic-ray flux, jT(E), as a function of energy
for different values of D0 and ℓ. Note the different scales for the x- and y-axes of each panel. Without including the impact of energy losses and diffusion throughout
the cloud, the resulting cosmic-ray flux would produce nonphysically high ionization rates.

Figure 3. Cosmic-ray ionization rate, ζ(ℓ), due to turbulent reconnection from
turbulence at length scale, ℓ, accounting for diffusion and energy losses.

Table 1
Power-spectrum-averaged Cloud Ionization Rates

D0 = 3 × 1027 1 × 1028 3 × 1028 1 × 1029

Fiducial ↓ 9.1(−19) 7.5(−17) 2.5(−15)
Less Bound ↓ 2.8(−18) 2.3(−16) 8.0(−15)
Strong Turb. 2.9(−18) 1.1(−15) 6.2(−14) 6.7(−13)
Kolmogorov Turb. ↓ 1.1(−17) 1.7(−16) 1.6(−15)

Note. The power-spectrum-averaged cloud cosmic-ray ionization rates (s−1),
ζW, (Equation (22)) for different values of D0. The value in the parenthesis
indicates the power. The fiducial model uses the parameters αV = 1, β = 0.5,
σ0 = 1 km s−1, and L = 1 pc. The rest of the rows delineate models with a
specific parameter variation: “Less Bound” corresponds to αV = 2, “Strong
Turbulence” to σV = 2.5 km s−1, and “Kolmogorov Turbulence” to β = 0.33.
The ↓ represents ionization rates below the radionuclide ionization rate (Adams
et al. 2014), ζRN ≈ 10−19.

4
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ionisation rates for different 
diffusion propagation models.

Blue : ionisation rate observed 
band

Figure 38: Ionisation rate for different diffusion regimes.
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Young stellar objects as sources of Cosmic Rays: potential acceleration sites

Different sites and processes could contribute
to accelerate non-thermal particles in young
stellar objects.

At the jet termination shock, more likely
at the reverse shock (Mach disc). The
external bow shock is suspected to be
radiative and likely not a strong
non-thermal particle source.

At internal shocks in the jet either due to
non-stationary ejection and/or
recollimation effects.

Near the star either because of the stellar
activity (magnetic reconnection, coronal
mass ejections) or due to accretion shocks
on the stellar surface.
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Figure 39: Sketch of acceleration zones in a young stellar objects [Padovani et
al 2016, ibid]. Three main sites can be identified : 1) jet termination shock with the
ISM (1000-10000 AU scales), internal shocks (100-1000 AU scales), stellar
magnetosphere -disc interaction zone (0.01-0.1 AU scales).
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Young stellar objects jets: Cosmic Ray luminosity

It is unknown, let us try an estimate.

1 let us take CR luminosity as a fraction ζ of the jet luminosity Ljet = Ṁjetv2
jet.

2 Jet mass ejection rate Ṁjet

Ṁjet = fwṀacc (25)

fw ∼ 0.1 [Fedriani et al 2019 Nature Communications 10 3630]
3 Jet speed vjet

vjet = fKvK = fk

√
GM
R

(26)

fK ∼ 1 [Federrath et al 2014 ApJ 790 128]
4 all in all:

LCR ' 6 1030 erg/s× ζ

0.1
fw

0.1

(
fK

1

)2 Ṁacc

10−7M�/yr
M/M�

R/0.1AU
. (27)

The total luminosity is LCR,tot =
∑

i LCR,iwi, i is the stellar source i in a cluster, wi is
the duty fraction of time where the source is active in injecting CRs. In fine, the
luminosity may not be so small. Especially it can contribute to inject CRs at scales
∼ 1000 AU.
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Massive young stellar objects as sources of Cosmic Rays: gamma-rays at last ?

Put in another way, are YSO jets able to accelerate particles up to GeV-TeV range ?
If we base our analysis on diffusive shock acceleration, then the typical maximum
energy is fixed by the criterion on the acceleration timescale balancing either escape
or radiative losses

tacc ' f (r)
D(E)

u2
sh

= Min(tesc, tloss) . (28)

It seems that low-mass objects (up to a
few solar masses) can not produce
energies much beyond GeV [Padovani et
al 2016 ibid]

Massive YSO have faster jet (and shock)
speeds, eg HH80-81 have vj ∼ 1000 km/s
then the acceleration time drops (see Eq.
28) and multi-hundreds - TeV energies
may be reached [Araudo et al 2021
MNRAS 504 2405].

Actually the detection of single sources is
difficult, but the collective contribution of
massive star cluster could be detectable
(under progess).

12 A. T. Araudo et al.

energy Ee,max exceeds Ep,max, then the turbulence expe-
rienced by electrons will be in the small-scale turbu-
lence regime and the di↵usion coe�cient would be ku '
kDBohm(Ep,max,Bs)(Ee/Ep,max)

2. This rapid increase with the
energy would limit Ee,max to Ep,max unless radiative losses
dominate and limit it to smaller values. Then, one should
expect to have Ee,max  Ep,max.

By inserting ku into the acceleration timescale (tacc µ
ku/v2

sh) and the di↵usive loss timescale (R2
j /6ku) we find

a maximum electron energy Ee,max,diff to be within a fac-
tor of a few of the maximum electron energy fixed by syn-
chrotron losses Ee,max,rad for the di↵erent sources in our sam-
ple. Then, one can argue that the statement Ee,max  Ep,max
is reasonably verified accounting for the uncertainties on
the parameters controlled by the microphysics of turbu-
lence generation at fast shocks, namely `c, k, Bs, and on
the macroscopic jet parameters vsh and Rj. Hereafter we as-
sume that Ee,max = Ep,max. (Ee,max,rad < Ep,max never happens
in our source sample with the derived values of the magnetic
field strength Bs.) We left to a future work more precise cal-
culation of Ee,max.

7 GAMMA-RAY EMISSION

TeV electrons and protons can emit gamma-rays by their
interaction with ambient cold protons through relativis-
tic Bremsstrahlung and proton-proton (pp) collisions. In-
verse Compton scattering is a mechanism contributing to
gamma-ray emission as well. In the jet termination region,
at ⇠ 104 AU from the central protostar, the stellar pho-
ton field is very diluted and therefore the Inverse Compton
scattering is not expected to be very relevant. However, we
stress that thermal photons from the bow-shock downstream
region can be boosted to the g-ray domain. The g-ray flux
by up-scattering of photons from the bow shock will be com-
puted in a following paper, together with the di↵use emission
in the molecular cloud.

Proton-proton and relativistic Bremsstrahlung cooling
timescales are comparable. However, the number of rela-
tivistic protons per unit energy is larger than that of elec-
trons, i.e. Np > Ne, given that Kp > Ke (see Appendix B and
Fig. A1) and we assume that the slope is the same in both
electrons and protons energy distributions. In particular,
the distribution of relativistic protons in the jet hotspot is
Np = KpE�s

p , where Kp = Ke(mp/me)
(s�1)/2 and Ke is computed

from Eq. (A5) by fixing Bs = 3.3Bsat,NR. In Table 3 we list
the values of Ke and Kp. As a consequence, the emission in
the g-ray domain will be dominated by hadrons.

7.1 Proton-proton collisions

In the one-zone model approximation, the specific luminos-
ity of gamma rays due to p0-decay can be written as

Eg Lg,pp = E2
g qg (Eg )nlobeVe, (35)

where qg is the emissivity (see Eqs. (16) and (17) in Araudo
et al. (2007)). We assume that the volume of the g-ray emit-
ter is the same as the synchrotron emission volume (Ve) and
that the thermal ion density in the lobe is nlobe = 4nṀ . In
Fig. 7 we plot the flux Fg,pp = Eg Lg,pp/(4pd2) for all the
sources from our sample and the Fermi-LAT sensitivity. We
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can see that the predicted emission in G339-8838 NE (7),
G34301261 N4 (9), and S1 (10) is detectable by Fermi-
LAT after 10 years of observation (with 5s -confidence)
when nlobe = 4nṀ . For these three sources we plot in Fig. 8
the spectral energy distribution (SED) including also syn-
chrotron emission and relativistic Bremsstrahlung and using
the formulation in Blumenthal & Gould (1970). We assume
Ee,max = Ep,max as it is calculated in Eq. (33).

We note that Fg,pp µ nlobe and therefore the interaction
of relativistic protons with clumps denser than the jet will
increase the g-ray flux.

7.2 Density enhancement in the jet termination region

The termination region of non-relativistic light jets (nj <
nmc) is expected to be a combination of an adiabatic reverse
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hotspot also listed in Table 2. The jet mass loss rate of ion-
ized matter Ṁi µ vj is assumed to be constant along the jet
and then nṀ turns out to be independent of the jet velocity.

By inserting Eq. (3) in Eq. (2) we find that vsh,ad µ R�2/9
j .

In Table 2 we list nṀ and vsh,ad assuming Rj = R/2. We note
that nṀ is a rough estimation of the jet ion density given the
uncertainties in the values of Ṁi and Rj. In particular, light
adiabatic jets form a cocoon and therefore the size of the
non-thermal lobe at the jet head is expected to be Rh > Rj.

Krause (2003) found that (Rj/Rh)
2 ⇠ 0.1�1 when c > 0.01;

this gives an increment in the jet density by a factor of ⇠ 10
when Rj = R/6 instead of R/2 (see Fig. 2). Nevertheless, the
derived jet density is likely lower than the typical density
values of ⇠ 105 cm�3 in the molecular clouds where mas-
sive stars form (Hennebelle & Falgarone 2012) giving c < 1.
Therefore qrs > qbs and we should rather expect non-thermal
sources in light jets (c < 1), where the reverse shock is faster
than the bow shock.

In order to check if synchrotron emission comes from
the reverse-shock rather than from the bow-shock down-
stream region, we compare the synchrotron (esynchr,n ) and
free-free (eff,n ) emissivities. The temperature of the plasma
immediately downstream of the shock with compression ra-
tio r = 4 is Td ⇠ 2.3 ⇥ 107 (vsh/1000kms�1)2 K. The free-
free emissivity of the shocked plasma emitted at frequency
n ⌧ kBTd/h ⇠ 480(vsh/1000kms�1)2 GHz is

eff,n
ergcm�3s�1Hz�1 ⇡ 1.4⇥10�33g(n ,Td)

⇥
⇣ ne

104 cm�3

⌘2⇣ vsh

1000 kms�1

⌘�1
(4)

(Lang 1974), where kB and h are the Boltzmann and
Planck constants, respectively. The Gaunt factor is g(n ,Td)⇠
0.54logL and

L ⇡ 1.1⇥109
⇣ vsh

1000kms�1

⌘2⇣ n
GHz

⌘�1
(5)

when 2pn � wp and Td > 3.6 ⇥ 105 K. Here, wp ⇠ 5.6 ⇥

MNRAS 000, 1–16 (2015)

acceleration at the reverse shock

Figure 40: Right: multi-wavelength spectra for three massive YSO. The
gamma-ray range is sketched in the orange box. The model considers only the
acceleration at the reverse ending shock of the jet [Araudo et al 2021 ibdi].
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Young stellar objects: disc and cosmic rays

In-situ Energetic particle acceleration sites
MR = Magnetic reconnection
Shock acceleration = SA

Cosmic Ray modulation by the Astrosphere

SA

SA

MR-SA

MR

MR

Figure 41: Sketch of particle acceleration sites in TTauri-like objects. On right sketch of an Astrosphere which modulates background Cosmic
Rays because of the wind
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Young stellar objects: disc and in-situ injected cosmic rays

Ch. Rab et al.: Stellar energetic particle ionization

Fig. 6. Ionization rates ⇣ as a function of vertical column density NhHi,ver at radii of 1 and 100 au (solid and dashed lines respectively). The
maximum values for NhHi,ver at the midplane of the disk, are NhHi,ver ⇡ 4 ⇥ 1025 cm�2 and NhHi,ver ⇡ 2 ⇥ 1023 cm�2 at 1 au and 100 au, respectively.
Red lines are for X-rays, blue lines are for SPs and the black lines are for CRs. Left panel: model CI_XN_SP with ISM CRs and normal X-rays;
right panel: model CL_XH_SP with low CRs and high X-rays.

CI XN SP CI XH SP CI T

CL XN SP CL XH SP CL T

Fig. 7. Dominant disk ionization source throughout the disk. A light grey area indicates a region without a dominant ionization source. The
di↵erent possible ionization sources, X-rays, SPs and CRs are identified by the di↵erent colors (color bar). The white solid contour line shows
NhHi,rad = 1025 cm�2 the white dashed line shows the CO ice line. The model names are given in the top left of each panel. Top row: models with
ISM CR ionization rate (CI); bottom row: models with low CR ionization rate (CL). First column: normal X-ray models (XN); second column:
high X-ray models (XH); third column: turner models (T).

upper layers of the disk (above the white solid contour line for
NhHi,rad = 1025 cm�2), whereas in the midplane always CRs or
X-rays dominate.

For the Turner model the picture is quite di↵erent. In their
model SPs can also penetrate the disk vertically (Appendix D)
and reach higher vertical column densities before they are com-
pletely attenuated (Fig. 5). As a consequence SPs can become
the dominant ionization source in the midplane of the disk (e.g.
for the low CR case). In the upper layers always X-rays domi-
nate as ⇣SP < ⇣X for low column densities. In the Turner model
⇣SP . 10�13 s�1 for NhHi,rad < 1025 cm�2 which is several orders
of magnitudes lower than in our models. The reason for this is
that in the Turner model SPs are simply a scaled version of ISM
like CRs. The high ⇣SP values in our model in the upper layers of
the disk are caused by the high number of particles with energies
Ep . 108 eV, which are missing in the Turner model.

3.3. Impact on HCO+ and N2H+

The molecules HCO+ and N2H+ are the two most observed
molecular ions in disks (e.g. Dutrey et al. 2014) and are com-
monly used to trace the ionization structure of disks (e.g. Dutrey
et al. 2007; Öberg et al. 2011b; Cleeves et al. 2015). Also
Ceccarelli et al. (2014) used these two molecules to trace SPs
in a protostellar envelope.

The main formation path of HCO+ and N2H+ is the ion-
neutral reaction of H+3 with their parent molecules CO and N2,
respectively. H+3 is created by ionization of H2 by CRs, X-rays
and in our model additionally by SPs. The main destruction path-
way for HCO+ and N2H+ is via dissociative recombination with
free electrons.

The chemistry of HCO+ and N2H+ is linked to the CO
freeze-out. To form HCO+, gas phase CO is required, whereas
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✏(CO) ✏(HCO+) ✏(N2H+)

Fig. 8. Abundances ✏(X) relative to hydrogen for CO, HCO+ and N2H+ for the reference model CI_XN. The white solid contour line shows
NhHi,rad = 1025 cm�2, the white dashed line shows the CO ice line. We call the regions above and below the CO ice line the warm and cold
molecular layer, respectively. The dotted iso-contours show where the X-ray ionization rate is equal to the ISM CR (⇣CR = 2 ⇥ 10�17 s�1) and equal
to the low CR (⇣CR = 2 ⇥ 10�19 s�1) ionization rate, respectively.

N2H+ is e�ciently destroyed by CO (e.g. Aikawa et al. 2015).
Consequently the N2H+ abundance peaks in regions where CO is
depleted and N2, the precursor of N2H+, is still in the gas phase.
The result of this chemical interaction is a vertically layered
chemical structure for HCO+ and N2H+ (see Fig. 8). For fur-
ther details on the HCO+ and N2H+ chemistry see Appendix B,
where we also list the main formation and destruction pathways
for HCO+ and N2H+ (Table B.1).

3.3.1. Abundance structure

In the following we describe details of the molecular abundance
structure that are relevant for the presentation of our results for
our reference model CI_XN. The abundance ✏ of a molecule X
is given by ✏(X) = nX/nhHi, where nX is the number density of
the respective molecule and nhHi = nH + 2 nH2 is the total hy-
drogen number density. Figure 8 shows the resulting abundance
structure for CO, HCO+ and N2H+ for the CI_XN model.

We define the location of the CO ice line where the CO gas
phase abundance is equal to the CO ice-phase abundance (white
dashed line in Fig. 8). The CO ice line is located at dust tem-
peratures in the range Td ⇡ 23�32 K (density dependence of
the adsorption/desorption equilibrium; e.g. Furuya & Aikawa
2014). The radial CO ice line in the midplane (z = 0 au) is at
r ⇡ 12 au and Td ⇡ 32 K. At r ⇡ 50 au the vertical CO ice line
is at z ⇡ 8.5 au (z/r ⇡ 0.17) and Td ⇡ 26 K. Inside/above the
CO ice line ✏(CO) ⇡ 10�4. Outside/below the CO ice line ✏(CO)
rapidly drops to values .10�6. In regions where non-thermal des-
orption processes are e�cient (r & 150 au) ✏(CO) ⇡ 10�6 down
to the midplane. For the regions inside/above and outside/below
the CO ice line we use the terms warm and cold molecular layer,
respectively.

There are two main reservoirs for HCO+, one in the warm
molecular layer above the CO ice line and one in the outer
disk (r & 150 au) below the CO ice line where non-thermal
desorption becomes e�cient. In the warm molecular layer, the
ionization fraction ✏(e�) ⇡ 10�7 is dominated by sulphur as it
is ionized by UV radiation (e.g. Teague et al. 2015, see also
Sect. 4.2.3). Those free electrons e�ciently destroy molecular
ions via dissociative recombination. This causes a dip in the
vertical HCO+ abundance structure within the warm molecular
layer with ✏(HCO+) ⇡ 10�12�10�11, whereas at the top and the
bottom of the warm molecular layer ✏(HCO+) reaches values of
⇡10�10�10�9. The peak in the top layer is mainly caused by the
high X-ray ionization rate for H2 (⇣X & 10�12 s�1). At the bottom
of the warm molecular layer more HCO+ survives. This region
is already su�ciently shielded from UV radiation and the free

electron abundance drops rapidly. In the second reservoir, be-
low the CO ice line where non-thermal desorption is e�cient
✏(HCO+) ⇡ 10�11�10�10.

The main N2H+ reservoir resides in the cold molecular
layer just below the CO ice line with ✏(N2H+) & 10�11. The
lower boundary of this layer with ✏(N2H+) < 10�11 is reached
at Td ⇡ 16 K where ✏(N2) . 10�6 due to freeze-out. Radially
this layer extends from the inner midplane CO ice line out to
r ⇡ 250�300 au. Close to the midplane ✏(N2H+) . 10�12 for
r & 150 au due to non-thermal desorption of ices. There is also
a thin N2H+ layer at the top of the warm molecular layer with
✏(N2H+) ⇡ 10�12 extending from the inner radius of the disk out
to r ⇡ 100 au. In this layer the X-ray ionization rate is high
enough to compensate for the destruction of N2H+ by CO.

The detailed appearance of this layered structure is espe-
cially sensitive to the dust temperature and therefore also to
dust properties (e.g. dust size distribution). The above described
abundance structure for CO, HCO+ and N2H+ is consistent with
the model of Aikawa et al. (2015) that includes millimetre sized
dust particles with a dust size distribution similar to what is used
here (for details see Appendix B).

3.3.2. Vertical column densities

To study the impact of SP ionization quantitatively we compare
vertical column densities of HCO+ and N2H+ for models with
and without SPs. In Fig. 9 we show the vertical column densities
NHCO+ and NN2H+ as a function of the disk radius r for all models
listed in Table 5. The left column in Fig. 9 shows the models with
ISM CRs, the right column the models with low CRs. At first
we discuss the models without SPs and compare them to other
theoretical models.

The NHCO+ profile shows a dip around r ⇡ 50�100 au in the
ISM CR models CI_XN and CI_XH (high X-rays). This dip is
also seen in the models of Cleeves et al. (2014). Unlike Cleeves
et al. (2014), in our model this dip is not predominantly due
to the erosion of CO by reactions with He+ (“sink e↵ect” e.g.
Aikawa et al. 1997, 2015; Bergin et al. 2014; Furuya & Aikawa
2014), but mainly due to the interplay of CO freeze-out and
non-thermal desorption in the outer disk. The CO sink e↵ect is
also active in our model but less e�cient (see Appendix B.2.2).

The lack of HCO+ in the disk midplane at r ⇡ 50 � 100 au
due to CO freeze-out is also visible in the HCO+ abundance
structure shown in Fig. 8. Non-thermal desorption in the mid-
plane produces CO abundances &10�7 for r & 150 au and con-
sequently also a slight increase in NHCO+ . In the low CR models
the ionization rate is too low to produce a significant amount
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Table 5. Model series.

Name X-rays Stellar particles Cosmic rays
CI_XN normala � ISMd

CI_XH highb � ISM
CI_XN_SP normal active T Tauri ISM
CI_XH_SP high active T Tauri ISM
CI_T Turnerc Turner ISM
CL_XN normal � lowe

CL_XH high � low
CL_XN_SP normal active T Tauri low
CL_XH_SP high active T Tauri low
CL_T Turner Turner low

Notes. In the model names CI (CL) stands for ISM (low) CR ionization
rates, XN (XH) for normal (high) X-ray luminosities, SP for stellar par-
ticles and T for Turner model. (a) X-ray luminosity LX = 1030 erg s�1.
(b) LX = 5 ⇥ 1030 erg s�1. (c) LX = 2 ⇥ 1030 erg s�1. (d) CR ionization rate
⇣CR ⇡ 2 ⇥ 10�17 s�1. (e) ⇣CR ⇡ 2 ⇥ 10�19 s�1.

(see Sect. 3.1). An overview of all presented models is given in
Table 5.

3. Results

3.1. Ionization rates as a function of column density

Before we discuss our results for the full disk model, we com-
pare the SP, X-ray and CR ionization rates as a function of the
total hydrogen column density NhHi (NhHi = NH+2NH2 ). Figure 5
shows such a comparison for our di↵erent input spectra dis-
cussed in Sects. 2.2 and 2.3.

From visual inspection of Fig. 5 it becomes clear that for a SP
flux comparable to our Sun (active Sun spectrum) SP ionization
cannot compete with X-ray ionization assuming typical T Tauri
X-ray luminosities. However, for the active T Tauri SP spectrum
SP ionization becomes comparable to X-ray ionization or even
dominates for NhHi . 1024�1025 cm�2. For NH . 1023 cm�2 ⇣SP
is determined by the particles with Ep . 5 ⇥ 107 eV whereas
higher energy particles dominate for NhHi & 1023 cm�2. The kink
at NhHi ⇡ 2 ⇥ 1025 cm�2 is caused by the rapid attenuation of
the SPs at high column densities. At such high column densities
even the most energetic particles have lost most of their energy
and the ionization rate drops exponentially.

For X-rays, Fig. 5 shows the di↵erences between the nor-
mal and high X-ray spectrum. The X-ray ionization rates are
higher for the high X-ray spectrum due to the higher X-ray lu-
minosity. Additionally, the harder X-ray photons can penetrate to
deeper layers but are also more e�ciently scattered than lower
energy X-ray photons. Compared to the normal X-ray case, the
X-ray ionization rate increases by several orders of magnitude
for NhHi & 1024 cm�2 for the high X-ray case.

Galactic cosmic rays are the most energetic ionization
source. The peak in the particle energy distribution is around
108�109 eV (see Fig. 2). As a consequence the CR ioniza-
tion rate ⇣CR stays mostly constant and only decrease for
NhHi & 1025 cm�2. Only for such high column densities CR par-
ticle absorption becomes e�cient.

In the Turner model it is implicitly assumed that SPs have the
same energy distribution than Galactic CRs (see Appendix D).
As a consequence the SP ionization rate in the Turner model
is simply a scaled up version of the CR ionization rate. The
slight di↵erences to our model in CR attenuation is caused by the

Fig. 5. SP, CR and X-ray ionization rates ⇣ as a function of hydrogen
column density NhHi.

di↵erent methods used to calculate the SP/CR ionization rates;
Turner & Drake (2009) use the fitting formulae of Umebayashi
& Nakano (2009). Compared to our active T Tauri SP spectrum
⇣SP in the Turner model is larger for NhHi > 1025 cm�2 but sig-
nificantly lower at low column densities.

3.2. Disk ionization rates

In Fig. 6 we show the ionization rates as a function of the ver-
tical hydrogen column density NhHi,ver at two di↵erent radii of
the disk. Shown on the figure are the models CI_XN_SP (ISM
CR, normal X-rays; left panel) and CL_XH_SP (low CR, high
X-rays; right panel).

CRs are only significantly attenuated for NhHi,ver > 1025 cm�2

and r . 1 au. For most of the disk, CRs provide a nearly constant
ionization rate of ⇣CR ⇡ 2⇥ 10�17 s�1 for the ISM like and ⇣CR ⇡
2 ⇥ 10�19 s�1 for the low CR spectrum.

X-rays are strongly attenuated as a function of height and ra-
dius (i.e. geometric dilution). However, due to scattering X-rays
can become the dominant midplane ionization source for large
regions of the disk. For ISM-like CRs, CR ionization is the dom-
inant midplane ionization source even in the high X-ray models.
In the low CRs models X-rays are the dominant midplane ion-
ization source for r . 100 au in the normal X-ray model and for
all radii in the high X-ray model.

Di↵erently to X-rays, SPs are not scattered towards the mid-
plane. Due to their high energies they propagate along straight
lines (provided that the SPs are not shielded by magnetic fields,
see Sect. 4.3.2). As SPs are of stellar origin they penetrate the
disk only along radial rays. The radial column densities close
to the midplane of the disk are NhHi,rad � 1025 cm�2 and there-
fore SPs are already strongly attenuated at the inner rim of the
disk. From Fig. 6 we see that the SP ionization rate ⇣SP drops
below 10�19 s�1 for NhHi,ver & 1024 cm�2 at r = 1 au and for
NhHi,ver & 1022 cm�2 at r = 100 au. However, at higher lay-
ers (NhHi,ver . 1022�1023 cm�2) SPs are the dominant ionization
source even in the high X-ray models. Expressed in radial col-
umn densities: SPs are the dominant ionization source in disk
regions with NhHi,rad . 1024�1025 cm�2.

In Fig. 7 we show the dominant ionization source at every
point in the disk for all SP models. An ionization source is dom-
inant at a certain point in the disk if its value is higher than the
sum of the two other ionization sources. The first two columns in
Fig. 7 show our models, the last column shows the Turner mod-
els. In our models, SPs are the dominant ionization source in the

A96, page 6 of 20

Models

Figure 42: Main sources of disc ionisation for different models (see the table) between X-rays, Cosmic-Rays and in-situ accelerated energetic
particles. Three species abundances calculated using the PRODIMO code for model CI XN [Rab et al 2017 A&A 603 A96].

In-situ accelerated energetic particles can impact the disc local ionisation rate deeply
[Brunn et al 2023 MNRAS 519 5673, Kimura et al 2023 ApJ 944 192].
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Summary

Cosmic Rays are important as many aspects of the ISM dynamics over different
scales by different means

Means : current, pressure gradient (= force), ionisation at high density columns,
spallation (production of nuclear elements like Lithium, not covered by the
lecture, see Tatischeff & Gabici 2018 Annual Review of Nuclear and Particle
Science 68 377 ).

Scales : Large (kpc) = regulate SFR via winds, partly control magnetic field
dynamo (Parker instability, not covered, see back-up slide 2), Medium (pc-100
pc) = regulate the thermal instability (phase equilibrium, not covered) also via
streaming heating effect, nearby source ISM dynamics, dust interaction (not
covered, back-up slide 6), H2 ionisation in molecular clouds hence gas-magnetic
field coupling, Small (AU-0.01 pc) = ionisation in jets, accretion disc ionisation
(so the control of MRI).

some complementary reviews : Cosmogenic studies [David & Leya 2019
Progress in Particle and Nuclear Physics 109 103711], Spallogenic
Nucleosynthesis [Tatischeff & Gabici 2018 ibid].
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Perspectives

Some hot topics :

Cosmic Ray feed back : inclusion of feed back channels : streaming but other
instabilities can be important (eg firehose).

Dust studies : covers a wide domain from laboratory experiments to theoretical
studies. (back up slide 7)

Source-scale dynamics and their inclusion in SFR calculations (modified
supernova feed back). What is the role of massive star cluster in Cosmic Ray
feed back ?

Young stars and in-situ sources of energetic particles as a small scale feed back
channel.

Feed back over planetary atmospheres and life (see ETERNAL ISSI team
https://www.issibern.ch/teams/exoeternal/)

A relatively new subject - so there are rooms for PhD thesis and/or Postdoc if
you are interested in.
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Non-linear models of Cosmic Ray transport

The quasi-linear theory is only the simplest microscopic theory to describe CR
propagation. But it has severe drawbacks, in particular it describes wave-particle
interaction by mean of resonance. Its resonant kernel has the form of a Dirac peak:

R(~k, ω) = δ(k‖v‖ − ω ± Ωs) (29)

In the MHD regime (low frequency waves ω � Ωs) this reduces to δ(k‖v‖ ± Ωs) or
shortly

rg =
1

kηµ
, µ = cos

(
~v, ~B
)
, η = cos

(
~k, ~B

)
, (30)

It is clear that as µ→ 0 one need k→∞, one needs very small wavelength
perturbations to ensure scattering. Never the case in reality.

The object of non-linear theories is mainly to treat this pathological behavior by
changing the Dirac peak to another function (eg Lorentzian). It is described in
Shalchi 2009 Non-Linear Cosmic Ray diffusion theories, Springer.
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Cosmic-Ray-modified macro instabilities

Cosmic Rays because of their pressure gradient impulse a force over the magnetised
gas. If their diffusion coefficient is not too large, CRs are coupled to the gas for an
amount of time long enough to compete with standard macro-instability growth rates.
Below a couple of references for diverse instabilities.

Kelvin-Helmoltz instability [Suzuki et al 2014 ApJ 787 169]

Magneto-Rotational Instability [Kuwabara & Ko 2006 ApJ 636 290]

Parker-Jeans instability [Shadmehri 2009 MNRAS 397 1521]

Rayleigh-Taylor instability [Ryu et al 1993 ApJ 405 199]

Mirror / Firehose instabilities [Osipov et al 2017 Journal of Physics Conference
Series. 929 012006]

Streaming non-resonant instability [Bell 2004 MNRAS 353 550]

Acoustic Instability [Drury 1984 Adv Space Research 4 185]
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Bi-fluid MHD simulations of diffusion process and sub-grid physics

Low energy CRs (the ones important for ISM dynamics, ionisation, spallation ...)
have a very small Larmor radius, hence diffusion coefficient (if they diffuse at all). In
order to describe this diffusion process properly one needs to have a numerical time
step (in explicit schemes) defined as

∆t =
∆x2

2D(E)
. (31)

High resolution (small ∆x) are necessary to keep reasonable time steps. Diverse
techniques can be used as a cure, see [Dubois & Commerçon 2016 A&A 585 A138].

The self-generated diffusion coefficients are also dependent on the local values of
∇PCR and they may be fixed by setting Γg = Γd where Γg/d are the streaming
instability growth rate and the damping rate respectively [Commerçon et al 2019
A&A 622 A143, Nunez-Castieyra et al 2023 sub arXiv:2205.08163].
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Intermezzo - an intermediary-scale dynamical effect : supernova remnant
momentum thrust

3

RESULTS

SNR evolution with CR acceleration e�ciencies ⇠CR

up to 20% is plotted in Figure 1. The presence of CRs
slows the shock slightly during the Sedov stage due to the
increase in the compressibility of the shell (lower �e↵),
which reduces the size of the shell relative to the case
with thermal gas alone [26, 28]. However, the e↵ect of
CRs reverses in the radiative stage; since the energy in
CRs cannot be radiated away, SNRs with CRs survive
longer. For typical parameters, this latter e↵ect domi-
nates, meaning that CRs increase the amount of momen-
tum deposited in the ISM.

FIG. 1. Shock radius and velocity (Rsh and Vsh) as a func-
tion of time for various CR acceleration e�ciencies, ⇠CR. In
all cases, ESN = 1051 erg, Mej = 1 M�, nISM = 1cm�3, and
TISM = 8000 K. The dashed curve shows the adiabatic so-
lution with ⇠CR = 0 [29]. Circles indicate when the bubble
and ambient pressures equilibrate and momentum deposition
ceases. The larger the CR acceleration e�ciency, the longer
the SNR evolution and the larger its final radius.

Figure 2 illustrates the net e↵ect of CRs in regulating
momentum deposition. Whereas the ⇠CR = 0 shock stalls
at the onset of the pressure-driven snowplow, shocks with
CRs continue to expand. As a result, CRs typically
boost the momentum deposition by a factor of a few.
For an acceleration e�ciency of ⇠CR = 10%, we find
pdep ⇡ 8 ⇥ 105M�kms�1, in good agreement with the
simple estimate in Eq. 1. However, the energy deposited
by the SNR in the presence of CRs is no more than 20%
larger than that of the gas-only case.

The e↵ect of CRs becomes more pronounced in high
ISM densities, where radiative losses are stronger. Fig-
ure 3 shows pdep for SNRs expanding in media with fixed
pressure PISM / nISMTISM but di↵erent nISM. An in-
crease in density slows the evolution of the shell, mean-
ing that it becomes radiative at an earlier time and, in
the absence of CRs, is substantially shorter-lived. For
⇠CR = 0 the result is a weak inverse relationship between

FIG. 2. Momentum deposited in the ISM, pdep, normalized
to a reference initial momentum p0, as a function of time
for various CR acceleration e�ciencies, ⇠CR, with the same
parameters as in Figure 1. The gas-only case matches the fit
to hydro simulations well [7, dashed lines]; for typical values
of ⇠CR & 0.1, pdep is boosted by a factor of 2 to 3.

ISM density and momentum deposited, pdep / n�0.15
ISM ,

consistent with full hydro simulations [e.g., 7, 8]. How-
ever, when CRs sustain shell expansion, increased density
causes an increase in the swept-up mass that exceeds the
corresponding decrease in the shell’s velocity. The net
e↵ect is a positive relationship between ISM density and
momentum deposited, pdep / p

nISM / 1/
p

TISM, as pre-
dicted by Eq. 1 (dashed curves in Figure 3).

At large densities, CR energy losses due to inelastic
proton–proton scattering and Coulomb interactions may
not be negligible. We model such losses using the follow-
ing rate that accounts for both e↵ects [e.g., 4]:

⇤loss ⇡ (7.44µ + 2.78)⇥ 10�16nISM⇠CRESN erg s�1; (8)

the corresponding curves for pdep are shown as solid lines
in Figure 3 and reported in Table I. CR losses are neg-
ligible for nISM . 1 cm�3, but they limit pdep for larger
ISM densities; eventually, the boost due to CRs saturates
to values & 5 for nISM & 10 cm�3. Given that CRs are
more important when radiative losses are more severe, we
also expect a boost in momentum deposition when SNRs
expand in a clumpy ISM. Where without CRs, pdep is
reduced due to rapid losses in the densest regions [e.g.,
8], and when they expand out of rarefied circumstellar
bubbles excavated by pre-SN stellar winds [e.g., 19, 31].

When SNRs expand into dense media, additional ef-
fects may become important. First, the dynamics of
shocks in partially-ionized media are nontrivially a↵ected
by the momentum and energy carried by neutral atoms,
which are coupled to the thermal protons via charge-
exchange [32, 33]; the presence of neutrals, which requires
a kinetic treatment and cannot be accounted for in hy-

Momentum of SNe with cosmic rays 7

Figure 3. Time evolution of specific thermal (solid lines) and CR (dashed
lines) energy profiles in the G direction (i.e. perpendicular to direction of the
initial magnetic field) for the CRMHD simulation with = = 10 cm�3, ⌫0 =
1 `G and jCR = 0.1. Profiles are normalised to the average specific thermal
energy of the ambient medium hn amb

ther i at each time. The solid lines show the
decrease of the central thermal energy as the SNR expands. Before 0.07 Myr,
thermal energy dominates over CR energy inside the bubble. However, at
later times this power relation is swapped, with CR energy dominating over
thermal energy both in the bubble and the shell.

We now turn to the analysis of our fiducial CRMHD run. The most
significant feature is the fact that the CRs dominate the energy budget
inside the SNR by ⇠ 2 orders of magnitude (recall that jCR = 0.05
is the fractional energy contribution of cosmic rays at the start of
the simulation). This is expected due to CRs expanding with a lower
adiabatic index. The dominance of CRs inside the SNR increases
with time as shown at 2.5 Myr in the bottom row of Fig. 2.

In the CRMHD run, the density profiles in the G and I direction
(third row, rightmost panel of Fig. 2) present a clear anisotropy, much
more pronounced than for the MHD case. This anisotropic expansion
is not limited to the gas properties alone. As explained in Section 1,
the di�usion and streaming of CRs is mediated by magnetic field
lines, which means that we expect a more significant flow of CRs
through the poles (I direction) than through the equatorial region,
as shown in Fig. 1. While the density profile in the G direction
resembles the MHD case, in the I direction it shows a much lower
shock discontinuity which is also lagging ⇠ 1 pc behind the MHD
case. Di�usion of CRs creates an extended pressure gradient that
increases the kinetic energy of the ambient gas and disrupts the
morphology of the shell. This e�ect was previously observed by
Dubois et al. (2019) in the context of a simulated turbulent and
inhomogeneous ISM. This e�ect becomes stronger with time such
that at 2.5 Myr (Fig. 2, bottom row) the shock in the I direction has
become a smooth bump in the density profile. Therefore momentum
is imparted to the ambient medium by the expanding shell as well
as by the CRs di�using along the poles. The pressure exerted by
the escaping CRs is not just a�ecting the structure of the shock, but

Figure 4. Evolution of the total radial momentum of the SNR ? with time
for the simulations with = = 10 cm�3, ⌫0 = 0, 0.1 and 1 `G and jCR = 0,
0.01, 0.05 and 0.1. For CRMHD simulations the inner line colour indicates the
strength of the initial magnetic field in purple shades (darker shades indicating
stronger magnetic fields) and the outer contour colour indicates the value of
jCR in green shades (darker shades corresponding to higher jCR). After
⇠ 0.1 Myr, the evolution of ?SNR strongly depends on the contribution of
CRs to the energy budget of the SNe (e.g. ⇠ 50% increase with respect
to the HD simulation for M1HD10CR10). Once shell fragmentation due
to instabilities begins, we extrapolate the final momentum, represented by
dashed lines. The vertical dashed line indicates the point where CRMHD
runs surpass in momentum the HD run, Cdiv, and the doted line is Cdsf from
equation 7 of Kim & Ostriker (2015). A higher magnetic field and/or jCR
delays fragmentation.

is also reducing the gas density ahead of it. Thus, it becomes more
di�cult for the shell to accumulate gas.

In order to study further the impact of CRs, we compare in Fig. 3
the thermal (solid lines) and CR specific energy (dashed lines) pro-
files for the CRMHD run, for our run with the highest explored value
of jCR = 0.1. Each profile is normalised to the average specific
thermal energy of the ambient medium hnamb

ther i at that time and the
curves are colour-coded according to the simulation time. Both ther-
mal and CR energy profiles show how, as the bubble volume increases
with time, the specific energy decreases due to adiabatic expansion.
However, while the thermal energy profile keeps decreasing as time
progresses, the CR energy profile appears to stall, reaching equipar-
tition at ⇠ 0.04 � 0.07 Myr. After 0.07 Myr, CRs begin to dominate
the energy budget of the bubble and the shell. We will review this
important change in dynamics in Section 3.3.

3.3 Time evolution of the SNR momentum deposition

We now turn to study the total radial momentum of SNRs and com-
pare our findings with the classical understanding of SNR expansion
in a uniform medium. In Fig. 4 we show the time evolution of radial
linear momentum of the shell and bubble combined, measured as
Æ?SNR = Æ?out + Æ?in ( Æ?out and Æ?in are the outwards and inward radial
momentum vectors of the gas, respectively) for our set of fiducial
simulations. We show the evolution from C � 0.01 Myr, shortly be-
fore the estimated radiative, dense shell formation time Cdsf (Kim &
Ostriker 2015, their equation 7). ?SNR is normalised by the initial
momentum ?0 =

p
2<ej⇢SNe for a single SN of ⇢SNe = 1051 erg and

ejecta mass of <ej = 2"� , following Naab & Ostriker (2017). The

MNRAS 000, 1–17 (2021)

bi-fluid MHD simulations using RAMSES code.Analytical thin-shell approximation

Figure 43: Left : Momentum-time deposition by a SNR as function of the CR content (ζ = fraction of incoming flux imparted into CRs) [Diesing
& Caprioli 2018 PRL 121 091101], the dots mark the end point of the SNR life time. Right: The same but using a bi-fluid approach [Rodriguez-Montero
et al 2022 MNRAS 511 1247]

Typical momentum gain by a factor of a few if CR are included.
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CR-induced Ionisation rate network
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Figure 44: Main chemical network induced by CRs [Padovani 2023, CFRCOS4 presentation, see preliminaries slide]
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CR secondaries ionisation at high column densities
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Figure 45: Ionisation rates at high-column densities (above 1026 cm−2). The ionisation is dominated by electron-positron secondaries produced
by charged pion decay (high energy proton only) [Padovani et al 2018 A&A 614 A111]. LLR = ground ionisation rate produced by Long Live
Radioactive nuclei.
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Cosmic Rays and dust studies

CRs have an impact over grains (see slide 10 and references therein) but recent
studies point towards a feed back of dust on CR propagation [Squire et al 2020
MNRAS 502 2630].

Dust can have opposite feed back over CR
transport either 1) enhancing the transport
because of CR self-generated waves
damping 2) a confining effect by
contributing to slab wave growth. The
main parameter controlling the correct
regime is the drift speed of the dust vd,g

If vd,g < Va = B/
√

4πρ : Alfvén waves
are damped and CR transport enhanced.
(ρ is the gas mass density, one fluid model
proposed in this model)

If vd,g > Va : Alfvén waves are produced
and CR are more confined.

8 Squire et al.
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Figure 1. Comparison of parallel AW damping due to dust (blue lines; Eq. (18)), turbulent damping (yellow region; Eq. (25)), nonlinear Laudau damping (red
bar; Eq. (27)), and ion-neutral damping (green line; Eq. (28)) as a function of scale. The top axis shows the rigidity of CRs that are resonant with AWs at k�1

for the conditions of interest. The left-hand panel illustrates cooler, denser conditions, with T = 104K, n = 1cm�3, and � = 10, while the right-hand panel
illustrates hotter, more di↵use conditions T = 105K, n = 0.01cm�3, and � = 1. For the dust, the total dust to gas mass ratio is µ0 = 0.01, and grains range
between ad,min = 0.01µm, ad,min = 0.25µm with a mass distribution dµ̄/d ln a / a0.5. We consider collisional charging (Eq. (14)), and the di↵erent lines show
the e↵ect of changing grain charge with U0 = 1 (solid line), U0 = 0.3 (dashed line), U0 = 3 (dot-dashed line). Lines terminate at the small and large scales
given by Eq. (20). For the turbulent damping, the shaded region shows the range for lturb in the range 100pc to 300pc with MA ⇡ 1. For nonlinear Landau
damping we indicate the damping rate for the energetically dominant ⇠GeV CRs, which, because it is nonlinear, depends on the CR properties and transport
model. For basic comparison, we use lCR = 300pc and eCR and in the range 0.1eV cm�3 to 10eV cm�3 (eCR ⇡ 0.3eV cm�3 is measured around the solar circle).
Although our focus is on CR transport in well-ionised gas, we also show ion-neutral damping rates with fion = 0.9 and fion = 0.99 in the left-hand panel (green
dashed lines) in order to allow for a basic comparison.

must propagate along inhomogenous turbulent magnetic fields. Us-
ing the Goldreich & Sridhar (1995) phenomenology of anisotropic
magnetized turbulence, the damping rate of rL ⇡ k�1 scale waves is
(Farmer & Goldreich 2004; Lazarian 2016; Zweibel 2017)
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. (25)

Here lturb is the outer scale of the turbulence and lA = M�1/⇣
A lturb

is the scale at which turbulent fluctuations become sub-Alfvénic,
with MA the Alfvén Mach number at lturb and �u ⇠ l�⇣ the power-
law turbulent scaling exponent of l > lA motions (⇣ ⇠ 1/2 for
supersonic motions, or ⇣ ⇠ 1/3 for subsonic motions). The factor
⇤� ⇡ max(1, 0.4

p
�) arises because at lower �, direct turbulent dis-

sipation of perpendicular waves is expected to dominate (Farmer &
Goldreich 2004), while at larger �, linear-Landau damping of per-
pendicular magnetosonic waves dominates (Zweibel 2017; Wiener
et al. 2018). Although Alfvénic turbulence is known to be quite ro-
bust across a wide range of plasma conditions, it is worth noting
that any other processes that enhance the damping of turbulence
beyond these standard estimates (e.g., Silsbee et al. 2020) would
reduce small-scale fluctuations in the magnetic field, thus decreas-
ing �turb and the importance of turbulence to CR propagation.

Nonlinear Landau damping (NLLD) is the process by which
nonlinear magnetic-field strength variations in the small-scale par-
allel AWs are directly damped by resonant particle interactions
(Lee & Völk 1973; Cesarsky & Kulsrud 1981; Völk & Cesarsky
1982) and pressure anisotropy (Squire et al. 2016; Squire et al.

2017). As a nonlinear e↵ect, the strength of the damping depends
on the amplitude of the waves as

�NLL ⇡
p
⇡

8
vthk

�B2(k)
B2 , (26)

where the wave amplitude �B2(k)/B2 itself depends sensitively on
the CR energy density and its gradient. In order to make a basic
comparison to other mechanisms, we use convenient expressions
from H+20 (equation A4) for the damping rate of waves resonant
with ⇠GeV CRs. These are derived using an approximate balance
of growth and damping, assuming that the waves are excited by
CRs with energy density eCR that varies over length scale lCR (see
also Thomas & Pfrommer 2019), giving
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However, estimating the rigidity dependence of this damping rate
requires a rigidity-dependent model of CR transport (which man-
ifests in Eq. (27) through the rigidity dependence of eCR). While
we suggest a way to estimate this below (§ 4.2.3), leading to the
scaling �NLL/!A / (RCR)0.15, given the greater uncertainty in these
estimates, in Fig. 1 we plot only the damping rate for ⇠GeV CRs.
In any case, Eq. (27) and the results of H+20 suggest that NLLD
is subdominant and unimportant in most situations, being over-
whelmed by turbulent damping even in the absence of dust.

Finally, although we do not consider partially ionized gas and
ion-neutral damping in detail, it is helpful to include for compar-
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ine�cient at isotropizing CRs (see §2.1), so Eq. (32) could be a rea-
sonable estimate of e↵ective scatterers (i.e., turbulent fluctuations
of both polarizations) even if one polarization reaches higher am-
plitude. Unfortunately, the extremely small scales of interest were
not directly probed by the simulations of Hopkins et al. 2020c (the
“CGM” simulation approaches similar conditions). Further simu-
lations or more detailed analytic theory are clearly needed, but we
proceed anyway for lack of a more accurate estimate.

We now focus on conditions relevant to the CGM around a
quasar for concreteness, although similar considerations could ap-
ply to any high-luminosity galaxy. We first note that significant
amounts of dust is observed in the CGM (Ménard et al. 2010;
Peek et al. 2015), presumably driven there by radiation pressure
(e.g., Ishibashi & Fabian 2015; Hirashita & Inoue 2019). Consid-
ering conditions appropriate to distances r ⇠ r100100kpc from a
quasar of luminosity L ⇠ L131013L�, we take the gas to be hot
(T ⇠ 105 ! 107K), at very low density (n ⇠ 10�6 ! 10�3cm�3),
and with weak magnetic fields (� ⇠ 100 ! 104).9 The first stage
of estimating the AW growth-rate from Eq. (9) is to estimate the
Larmor time and relative drift velocity of grains. Estimates of
 indicate that grains will be strongly photoelectrically charged
(Eq. (14)), suggesting U ⇡ 3/T4 (Ud ⇠ 7V) and that Epstein drag
dominates (particularly given that we find trans-sonic to supersonic
drift velocities; c.f. Eqs. (11) and (12)). We estimate the radiative
force on the grains as mdaext ⇠ Qabs⇡a2

dL/(4⇡r2c), where Qabs is
the absorption e�ciency of the grains, which, for a radiative flux
peaked around wavelength �rad, is Qabs ⇠ ad/�rad for ad . �rad

or Qabs ⇠ 1 for larger grains (Weingartner & Draine 2001c). As-
suming, for simplicity, that the relative dust-gas drift is supersonic
(ws � cs) to solve ws = aexttEp

s for ws, we find

ws

vA
⇡Ws ⇡ 330 a1/2

�5

L1/2
13

r100
B�8

�1� (33)

for dust with ad . �rad and a spectrum that peaks around Lyman-
alpha wavelengths, �rad = 122nm (we define B�8 = B/10�8G). The
projection factor � ⌘ (aext · B0)/(|aext||B0|) accounts for a pos-
sible misalignment of the magnetic field with the radiative flux
that accelerates grains (see § 3.1). Equation (34) somewhat over-
estimates ws for the smallest grains that are trans- or sub-sonic
(ws/vA . �1/2), as well as for the largest grains with ad & �rad

(Qabs saturates at Qabs ⇠ 1); these a↵ects are correctly accounted
for in Fig. 3. Equation (34) also does not allow for possible non-
linear modifications to ws as the grains are scattered by the turbu-
lence they induce (although this is likely a modest e↵ect in this very
short wavelength range; Moseley et al. 2019). The Larmor time
is tL ⇡ (5.3 ⇥ 1010s) a2

�5⇢̄d;0/(U0B�8) using the photoelectric ex-
pression (15) for the grain charge. Inverting the resonant condition
k�1 = vAtLWs to link the grain size to wavelength, and assuming

9 A potential complication and uncertainty is that the observed dust may
not be cospatial with the hot gas in the CGM, which is known to be mul-
tiphase and clumpy (Tumlinson et al. 2017). In such a case, although our
estimates could still apply to waves in the cooler, denser gas (suggesting
high CR scattering rates therein), isolated clumpy regions with high scat-
tering rates are likely to be ine↵ective at confining CRs (since the CRs fill
the space between clumps; H+20). On the other hand, most dust grains drift
supersonically through the gas (Eq. (33)), so will presumably blow through
di↵erent gas phases, even if initially present only in a cooler phase. Clearly,
the relevance of multiphase gas represents yet another significant uncer-
tainty for this mechanism.
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Figure 3. The growth rate of unstable AWs in the presence of drifting dust
(lines) compared to turbulent damping rates (orange shaded region), for
conditions relevant to the CGM around a luminous quasar (T = 106K,
n = 10�4cm�3, � = 300). We take µ0 = 0.01 with photoelectrically
charged grains and an MRN grain spectrum between ad,min = 1nm and
ad,max = 0.25µm. The blue, green, and red lines respectively show growth
rates with an L ⇡ 1013L�, L ⇡ 5 ⇥ 1013L�, and L ⇡ 3 ⇥ 1012L� source,
all at r ⇠ 100kpc. As in Fig. 1, solid, dot-dashed, and dashed lines respec-
tively show U = 1, U = 3, and U = 0.3, to illustrate the e↵ect of chang-
ing the grain charge, and the lines terminate on the left at the scale where
ad,min = 1nm grains are resonant (Eq. (35)). We take � = 1 since its scal-
ing is degenerate with L or r. For turbulent damping, we use the expression
(25), with the range indicating the a range of outer-scales from lturb ⇠ 10kpc
to lturb ⇠ 100kpc with MA ⇠ 5.

⇠µ = 0.5 for ad,min ⇡ 1nm to ad,max ⇡ 0.25µm, Eq. (9) becomes

�

!A
⇡ 0.13

✓
µ0

100

◆  k�1

3.3 ⇥ 1014cm

!3/5 (�/300)7/10

n2/5
�4 T 7/10

6

⇥
 

L13

r2
100

!7/10 0BBBB@
U0

⇢̄d;0

1CCCCA
3/5

�7/5, (34)

where we have normalized k�1 to the scale resonant with ⇠ GeV
particles at B = 10�8G. Equation (34) applies on scales k < kad,min

where resonant grains exist, with

k�1
ad,min

⇡ 1.5 ⇥ 1013cm
✓ad,min

1nm

◆5/2(�/300)1/2

n�4T 1/2
6

L1/2
13

r100

⇢̄d;0

U0

�. (35)

We see that growth rates are rather large at the relevant scales for
⇠ GeV CRs, and, at modestly larger scales relevant to & 50GeV
particles, the scattering level might be expected reach Bohm di↵u-
sion levels (this occurs when �B/B ⇠ 1 from � ⇠ !A, although our
solution for � breaks down here also). However, as also occurred
for dust damping in the ISM (§ 4.2), it is the smaller grains that
grow AWs at ⇠GeV scales, and if the grain spectrum were cut o↵
at small scales, or grains were less charged than expected, the spec-
trum of unstable AWs may not extend to su�ciently small scales to
e�ciently scatter ⇠GeV particles.

We illustrate the AW growth rate for the fiducial conditions
(T = 106K, n = 10�4cm�3, � = 300) with µ0 = 0.01 in Fig. 3
(although µ0 = 0.01 may be an overestimate, the growth rate sim-
ply scales linearly with µ0). We use the full Epstein-drag expres-
sion to compute ws, without assuming ws & cs or ad . �rad as
in Eq. (33), which implies that the curves are slightly below the

© 0000 RAS, MNRAS 000, 000–000

Wave damping in warm medium Wave growth in hot medium

Figure 46: Left: slab wave damping (Γ < 0) in warm medium : (yellow
zone): turbulent damping, (red) : Non-linear Landau damping, (blue) dust damping
(for different dust charge). Right : similar plot but showing wave growth (Γ > 0) in
hot medium.
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